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1 Abstract

We discuss an extension of the unsupervised density-based approach of Azzalini and Torelli

(2007), and Menardi and Azzalini (2014) to deal with the issue of clustering level 2 units in

a simple multilevel linear model. In a density-based approach, clusters are identified by high-

density regions of the density underlying the data. The proposed extension exploits the level 2

residuals as predictions of the unobserved random effects, and then identifies clusters by regions

with high prediction-based kernel density estimate.

The performance of the proposed approach is evaluated by means of a simulation study and

compared with the popular nonparametric maximum likelihood approach, where random effects

are allowed to follow an arbitrary discrete distribution specified by a set of mass points and

weights (Aitkin, 1999). Here, the crucial task of the selection of the number of clusters (which

corresponds to the number of mass points) is addressed by adapting the Integrated Classification

Likelihood criterion (McLachlan and Peel, 2000) to the multilevel setting.

The simulation experiment is performed for different scenarios, corresponding to different

values of both the separation degree of level 2 units (defined as the proportion of the between-

cluster variance of random effects) and the reliability (defined as the ratio between the variance

of the random effects and the variance of the sample means of level 2 units).

The simulations show that the performance of the density-based approach heavily depends on

the reliability of the level 2 residuals as predictions of random effects. In particular, simulations
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suggest to use the density-based approach when the reliability is high. However, beyond this

case, the density-based approach could be still valuable as an exploratory tool.
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