Exploiting blank spots for model-based background correction in discovering genes with DNA array data
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Abstract
Motivated by a real data set arising from a study on the genetic determinants of the behavior of *Mycobacterium tuberculosis* (MTB) hosted in macrophage, we take advantages of the presence of blank spots and illustrate modeling issues for background correction and ensuing empirical findings resulting from a Bayesian hierarchical approach to the problem of detecting differentially expressed genes. We build up on the approach proposed in [23] where gene classification is based on posterior probabilities corresponding to subsets of appropriate partitions of the parameter space.

We prove the usefulness of a fully integrated approach where background correction and normalization are embedded in a single model-based framework, deriving a new tailored model to account for peculiar features of DNA array data where null expressions (blank spots) are planned by design. Also we advocate the use of an alternative normalization device resulting from a suitable reparameterization. The new model is validated using our MTB data and results are compared with the approach of [23] and with SAM method [41].
1 Introduction

In the last years microarrays technologies have dramatically changed biomedical research. They can be considered the first general genomic device capable to simultaneously measure the activity of thousands of genes at a particular moment in a particular tissue or biological sample. There are nowadays several technologies which allow to measure gene level expressions in some experimental tissue and the high density oligonucleotide arrays, or microarrays, are currently among the most popular ones. For a review of the microarray technology one can see, for example, [30] and [32]. In the usual context of microarray, data are summarized in a matrix whose rows correspond to gene spots and columns to replicates in different experimental conditions: each cell contains gene expression measured as absolute (or relative) intensity and detected by a scanner reading the impression (radioactive or fluorescence) measured from the array after a specified amount of time. A substantial effort has been recently made in order to address the problem of the statistical analysis of gene expression data and relevant literature starting from the pioneering works of [36], [21] and [32] can be gathered from some recent overviews [26] and [7] and books [13], [33] and [42]. Most of the difficulties analyzing gene expression data coming from array experiments arise from the presence of a large amount of measurements with comparatively little replications, the necessity of pre-processing data to comply with standard assumptions of the most popular models and also from the multiplicity issues. A recent advance in addressing all these issues in a single framework has been put forward with the Bayesian model strategy proposed in [23]. We take their approach as our starting point. However, we we will argue in the next sections that DNA array data can have some peculiar features which cannot be easily accommodated into the Lewin et al.’s framework, such as the presence of control spots which are designed to carry no expression, possibly yielding a non negligible fraction of exact null measurements. To circumvent this problem, we build upon the above mentioned model; we will show through §2 and §3 that it is possible to carry out and actually improve the inferential procedures proposed in [23] by appropriately handling data sets where gene expressions are originally detected as exact null expressions and by suitably defining a background correction and normalization device for the observed raw data. Furthermore, the proposed model takes into account the presence of more than two experimental conditions, which biologists do not necessarily consider on the same footing.

The paper is organized as follows: §2 is devoted to the description of the problem with the help of the motivating case study (MTB data) and the proposed solution. §2.2 is devoted to
review, in some details, the hierarchical Bayesian approach of [23], pointing out innovations of our tailored new model in order to adapt it to our specific context in §2.3 through §2.6; §3 illustrates the results obtained with MTB data and discusses strategies for selecting those genes which deserve further investigation.

2 Modeling and Inferential Issues

2.1 Background calibration issues

Before introducing our method, we first highlight some peculiar features of DNA data which suggested us to investigate alternative solutions with respect to currently available approaches.

In gene expression data analysis, the first step consists of pre-processing data, taking logarithmic transformation of the original expression and then making suitable normalization steps in order to account for some external experimental variability within the same experimental condition due to the so-called array effect. Many procedures are discussed for example in [42] and [33] and there is still ongoing research on these topics (see e.g. [8], [12] and [35]). However, normalization procedure is applied to expression levels resulting from the array image analysis software which are usually provided as already background corrected. This means that a single (or multiple) background value is calculated for each array and is then subtracted from the foreground intensities in order to partially remove non-biological biases. Genes falling below the background values are taken as having an expression too low to be accurately detected and they are given an exact null expression; this fact is not unusual in the literature and the frequency of exact null expressions may be substantial (see [12]). To avoid that sometimes the calibration device can be manually tuned by the biologists/researchers on a case-by-case basis. It can be argued that the bias in the background intensity detection, possibly by manual intervention, may have large effect on the signal intensity automatic evaluation and its miscalibration can have severe consequences on the statistical analysis [22]. The debate on the effects of background correction is still open [37]: background correction can have the negative effect of increasing the variability, especially at low intensities and it can lead to negative values for which the logarithmic transformation is not directly applicable. On the other hand, with no-background corrected data, one increases all intensity measurements and tends to reduce the estimates of their ratios, biasing them downward. Our final solution, fully explained in the next Section, seems to be a fair compromise in terms of both logarithmic transformation feasibility and variance inflation.
Figure 1: MACR$^+_H$ condition: automatically background corrected data (vertical lines are proportional to the amount of zeros), raw data and model-based background corrected data. All gene intensities are on a logarithmic scale.

Figure 2: Logarithmic transformation of background corrected expression levels for each experimental condition; squares represent the percentage of zero’s for each array and experimental condition.

control (see 1). An instance of substantial exact null expressions, is displayed in Figure 2 with colored squares of the left side showing the frequency of exact null expressions together with the distribution of the logarithmic transformation of positive background corrected expressions of MTB data in different arrays. More details on MTB data are provided in §3. A first look at
Figure 2 is sufficient to understand the extent of the array variability within the same experimental condition. The density curves do not substantially overlap and it is apparent a strong need of further normalization. Colored squares show that the fraction of exact null expressions ranges from 0.8% to almost 70%. For these expressions the logarithmic transformation step is unavailable. To overcome this problem, one can consider the following possible solutions: 1) ignoring the information coming from those spots removing them from the analysis, 2) adding a fixed constant value $c$ to allow the logarithmic transformation \cite{18, 6}, 3) modifying the statistical model in order to account for a discrete component of the expression distributions and 4) appropriately smoothing the exact null signal in some very low but positive expression determining a more convenient continuous left tail of the distribution \cite{14}.

Of course the first solution must be discarded in those cases, as in our MTB data, where it leads to waste too much of the precious information coming from the DNA array experiments, which are time consuming, very expensive and sometimes use clinical samples not easily available. This can be a viable solution only in those experiments where the frequency of exact null expressions is very low and even in that case important biological information might be neglected. The second solution, though recently ingeniously calibrated \cite{18} in order to avoid somehow the arbitrary determination of the constant $c$, does not overcome the difficulty of having a relevant fraction of data for which a continuous density model can obviously result in a poor fitting. The third solution would be seemingly the more natural and faithful in this context; however it is less frequently adopted in the statistical literature and it also implies as a drawback that one must abandon the logarithmic scale evaluation which is in fact the most standard and favorite scale for biologists.

It might well happen that exact null expressions can be a consequence of automatic background calibration: in fact, this is the case in our MTB data. In Figure 2 one can notice that Array 1 and Array 3 (in the same experimental condition) show frequencies of exact null expressions as different as 0.1 and 0.7, which can give the impression that they could be the result of some imperfect functioning of the detection device. In order to better deal exact null expressions we had to go back to the original numerical outputs of the software integrated to the scanning system. In fact, one can gain insight into the structure of the arrays and find out that there are different contexts where null expressions can be detected within the available spots. It often happens that blank spots, with no DNA spotted in, are added as control devices. In those spots one should expect to detect a null expression even though there would be always the chance that a positive low expression is detected by the scanner for some experimental error. However, if an additional
Figure 3: Logarithmic transformation of raw gene expression for Macr₀⁺H (Panel (a)), Macr₀⁻V (Panel (b)) and Macr₁⁻H (Panel (c)) experimental conditions: blank spots and gene of interest distributions are highlighted. Vertical bars indicate log background level calculated by the image software.
unexpected incidence of null expressions for non blank spots is experienced, one may suspect that something is going wrong with the background calibration. Panel (a) of Figure 3 shows the distribution of raw gene expressions, on a logarithmic scale, for one experimental condition (Macr$_H^+$, more details in §3). Raw gene expressions are a measure of intensity of grey-level of each spot obtained by black pixel counts; they are typically measured as foreground intensities average. The distribution of blank spots and non blank spots are highlighted with different colors and shadow for each array: vertical lines indicate the background value calculated by the scanning software. As it can be noted, for the same experimental condition, the raw gene expression distributions show similar shapes and features in the different arrays but the vertical lines do not always match them. This troublesome feature is present also for replicates of other experimental conditions (Panel (b) and (c) of Figure 3). As a consequence, the corresponding background corrected values do not reflect faithfully the variability of the raw data and risk to introduce an arbitrary bias in the experimental results. Note also that all genes with raw intensities below the vertical threshold will be transformed into exact null expressions, giving account of the squares of the left side of Figure 2.

Several approaches have been proposed for decreasing the background noise in image analysis [43] and there is still ongoing research ([4] and [24]); the consequences of a wrong background calibration have been deeply analyzed in, for example, [22]. [14] proposed an alternative method for background correction in a Bayesian framework and [44] proposed a two-stage normalization method to adjust for the effect of background intensities. In this paper, we propose a different solution to adjust the background relying on a model-based procedure fully exploiting the information coming from blank spots, avoiding to leave room to recalibration steps made through ad-hoc clerical interaction of biologists with the scanner reading software. In a Bayesian framework, we develop a hierarchical model embedding background correction, normalization and differentially expressed gene selections.

2.2 The start up model

We base our hierarchical model on the approach proposed in [23], hereafter named LMRGA model. We first briefly review the LMRGA model ingredients using a slightly different notation from the original paper. In a basic DNA array experiment, $G$ gene expressions are observed under two (or more) different experimental conditions and, for each combination of genes and conditions, $r_c$ replications are available: in real applications $r_c$’s can be very small. The key
points of the LMRGA model are: 1) there is an ANOVA structure for the log-expressions which accounts for the experimental condition and also a specific gene effect, 2) gene expressions are affected by an array effect which causes a systematic difference in expression levels between different arrays and 3) the array effect, for a single gene is not restricted to be constant but it is assumed to be a smooth function of an underlying gene expression level. These features are integrated in LMRGA with the following statistical model: for \( g = 1, \cdots, G; \ c = 1, 2 \) and \( r = 1, \cdots, r_c \),

\[
Y_{gcr} \sim N \left( \alpha_g + 0.5(-1)^c \delta_g + \beta_{gcr}, \sigma_{gc}^2 \right)
\]

where \( \alpha_g \) is the overall effect due to gene \( g \), \( \delta_g \) is the differential effect between the two conditions; \( \beta_{gcr} \) is assumed to capture the array effect and it is modeled as a function of the overall gene effect parameter \( \alpha_g \), that is \( \beta_{gcr} = f_{cr}(\alpha_g) \).

The rest of the model can be described as a standard hierarchical Bayesian model, with appropriate prior distributions over the parameters and the hyperparameters. Also identifiability constraints are imposed through the relations \( \sum_{r=1}^{r_c} \beta_{gcr} = 0 \), for all \( g \) and \( c \). In the following subsections we will introduce suitable modifications of the former model structure to account for peculiarities of our data set and eventually yielding improved inference.

2.3 A new model embedding blank spots

In §2.1 we got insight into some possible consequences of background corrected data on the statistical analysis when background calibration problems occur. In order to reduce the bias that can affect background corrected data, we suggest to start modeling raw gene expressions as it is originally read by the scanning software with no background correction or other preliminary transformation whatsoever. Hence we propose a fully model-based background correction, taking advantages from the presence of blank spots. Several other techniques are available in the literature which take into account the information coming from expressions of blank or housekeeping genes but, to our knowledge, none of them include a formal probabilistic model component to be used for either background correction and/or normalization of the remaining genes. Pre-processing through housekeeping genes has also been widely dealt with (see [33] and [20]) by subtracting the mean expression of multiple housekeeping genes; here we propose to embed that step using a model which extracts from blank spots their array specific mean effect and use it to discount the global background nuisance. More formally we start with log raw gene expression \( Y_{gcr} \) for gene \( g \), condition \( c \) and replicate \( r \). They are positive numbers for
which the transformation on logarithmic scale does not need further adjustments. We adopt here the following model-based approach relying on the presence of blank spots for which the corresponding underlying mean expression level is known to be null. Let \( Y_{g_0cr} \) be the logarithm of the raw intensity of a control gene \( g_0 \) with \( g_0 \in G_0 \) where \( G_0 \) denotes the set of blank spots. Since they are known to be not differentially expressed, their raw intensities should reflect only the background noise and can then be used as a building block for a more reliable built-in background correction.

Taking advantage of the presence of such blank spots, we propose to model \( Y_{g_0cr} \) as the distribution of the background bias with mean \( \mu_{0cr} \) and precision \( \tau_{0cr} \). We then use the following piece of hierarchical model including these background values as explicit parameters:

\[
Y_{g_0cr} \sim N(\mu_{0cr}, \tau_{0cr}) \tag{2}
\]

\[
\mu_{0cr} \sim N(\mu_c', \tau_c') \tag{3}
\]

\[
\tau_{0cr} \sim N(\mu_c'', \tau_c'')I(0, +\infty); \tag{4}
\]

we standardize the control gene \( (g_0 \in G_0) \) raw intensities and denote \( Z_{g_0cr} = (Y_{g_0cr} - \mu_{0cr})\sqrt{\tau_{0cr}} \).

It follows from Equation (2)-(4) that \( Z_{g_0cr} \sim N(0, 1) \). As we will see in the next Section the distribution of the standardized \( Z_{g_0cr} \) will be also exploited for defining reliable automatically calibrated benchmarks for declaring over/under expressed genes.

The above model concerns only those genes in the control group with labels in \( G_0 \) but the background level parameter is shared with the remaining part of our model concerned with genes \( g \in G_1 \) of real interest, where \( G_1 \) denotes those genes which are not blank. Hence, if \( Y_{gcr} \) denotes the logarithm of the raw gene expression for gene of interest \( g \in G_1 \), we model a standardized version of it as follows:

\[
Z_{gcr} = (Y_{gcr} - \mu_{0cr})\sqrt{\tau_{0cr}}. \tag{5}
\]

The transformation in Equation (5) can be considered as an embedded first stage background correction, in which raw data are de-noised with respect to the background bias. The beneficial effect of embedding the normalization step and the expression modeling into a single model framework represents one of the key achievement in [23]. Here we believe it is possible to enhance their approach by using the useful information coming from blank spots through (2)-(4) and also adopting the following alternative parameterizations

\[
Z_{gcr} = \lambda_{gcr} + \varepsilon_{gcr} \quad g \in G_1 \tag{6}
\]
with \( \lambda_{gcr} = \mu_{gc} + \nu_{gcr} \), \( g \in G_1, r = 1, \ldots, r_c \) and \( c = 1, 2, \ldots, C \).

Here \( \mu_{gc} \) is the underlying mean expression level of each gene \( g \in G_1 \) in the condition \( c \) depurated by the array effect. The differences \( \mu_{gc} - \mu_{gc}' \) can be interpreted in terms of log-fold change due to the differential effect between the first two experimental conditions \( c \) and \( c' \). In order to account for non-biological array-specific biases we are encouraged by the arguments and findings of [23] to embed the array effect in the model as a function of the gene mean effect. However we highlight that in our model, differently from [23], the specification of the new array effect \( \nu_{gcr} \) is \( \nu_{gcr} = f_{cr}(\mu_{ge}) \), which depends on gene \( g \) through its entire underlying expression \( \mu_{gc} \) and not an overall gene effect as in Equation (1). Not only this choice seems rather natural but it turned out to be justified on additional evidence on simulated data not reported here. In fact, with two or more experimental conditions the baseline \( \alpha_g \) is a quantity which may depend on the chosen ANOVA parametrization and on the number of experimental conditions. Moreover in the presence of pronounced differential expression, its meaning is at least ambiguous.

Normalized expressions for genes of interest can be obtained as

\[
W_{gcr} = Z_{gcr} - \nu_{gcr}. 
\]

We will refer to Equation (7) as second stage normalization component. The error term in Equation (6), \( \varepsilon_{gcr} \), is modeled as normally distributed with mean 0 and a gene specific variance in the \( c \)-th condition, denoted as \( \sigma^2_{g_c} \). These variances have been modeled as exchangeable within each condition with log-normal prior distribution with mean \( \mu_c \) and precision \( \eta_c \). The model is identified by constraining \( \sum_{r=1}^{r_c} \nu_{gcr} = 0 \) \( \forall g, c \).

2.4 Prior Distribution and Implementation

A fully Bayesian inference is carried out completing the model proposed in the previous section with prior distributions on the corresponding unknown parameters. For our analysis we elicited vaguely informative priors. In Equations (3)-(4), we define prior distributions for mean and variance of blank spots. Flat normal and truncated normal hyperpriors are assigned respectively to mean and variance hyperparameters \( \mu'_{c}, \mu''_{c} \) and \( \tau'_{c}, \tau''_{c} \). Polynomial coefficients specifying the array effect have independent \( N(0,10^2) \) priors. Mean gene effect \( \mu_{gc} \) is modeled, once again differently from LMRGA , using a two components normal mixture:

\[
\mu_{gc} \sim \omega_{c}N(\phi_1c, \eta_1c) + (1 - \omega_{c})N(\phi_2c, \eta_2c) 
\]

(8)
where $\phi_1 \sim N(0, 10^3)$, $\phi_2 \sim N(0, 10^3)$ and $\eta_1 \sim IG(10^2, 10^2)$, $\eta_2 \sim IG(10^2, 10^2)$. The weight of the mixture component is modeled through a uniform prior.

Mixture distributions are widely used in modeling gene expression data (see, for example [11], [27]), assuming gene expressions to be a mixture of over-expressed, under-expressed and equal-expressed genes. However, in this work, we do not model $Y_{gcr}$ as a mixture, but, relying on [23], we keep assuming gene expression comes from a normal distribution but we model expression means as a Normal mixture, which is a very flexible distribution allowing for skewness: this is an important feature since in most experiments, the majority of genes are not differentially expressed and the symmetry between up and down regulated genes is not always a reliable assumption [31]. Therefore, a skew distribution should reflect this particular feature of the data, spreading most of the gene expressions around the mean and asymmetrically allocating some of them on the tails. We achieved satisfactory results with the normal mixture distributions: in fact, when we compare the two competing models, one assuming a normal distribution for the mean gene expression and the other assuming the mixture in Equation (8) as we will show also in §3.1, the model in Equation (8) provides a better fit in terms of Bayesian $p$-values distribution.

We are actually working on a version of the model based on a skew-normal error distributions, which automatically account for skewness [1].

We estimate the model using WinBUGS [38] and R [34], two freely available softwares which allow the user to perform Monte Carlo Markov Chain (MCMC) simulations of the posterior distributions. Code is available upon request. Using several chains with different starting points, we allow 10000 iterations for the sampler to stabilize and another 50000 for sampling the joint posterior. Absence of convergence is checked by visual inspection of the trace plots and by using several starting points.

### 2.5 Interesting Genes selection

Once the joint posterior distribution of all parameters is available - at least approximately - one can take advantage of the flexibility of this framework to select a list of interesting genes. We fully benefit from the original solution proposed in [23], in which several criteria, aiming at comparing the mean gene expression effects in different experimental conditions, have been developed. The appealing feature of such criteria is that they can be easily modified in order to answer to specific complex biological questions, taking into account the statistical significance of the conclusions accounting also for multiplicities. In this Section, we introduce selection criteria
and suggest a new method to specify reference values, completely based on data and model features.

The criteria in [23] can be summarized as follows: we calculate the probability of a gene to be differentially expressed in condition $c = 1$ with respect to condition $c = 2$ as

$$p_g \equiv \mathbb{P}(|\mu_{g1} - \mu_{g2}| > \delta_{cut} \cap \mu_{g1} > \alpha_{cut}| data ). \quad (9)$$

Genes for which $p_g > \pi_{cut}$ are declared differentially expressed. The choice of the $\pi_{cut}$ value is driven by evaluating, as originally suggested in [23], the impact of the $\pi_{cut}$ on the False Discovery Rate (FDR) [5, 15].

The values $\delta_{cut}$ and $\alpha_{cut}$ correspond to statements of biological interest: $\alpha_{cut}$ is the limit value above which a gene can be declared expressed and $\delta_{cut}$ is the difference which is needed, from a biological perspective, to declare a gene differentially expressed. By employing the above criterion, the posterior probability of a gene being differentially expressed is evaluated both from a statistical and biological standpoint.

Reference values for $\alpha_{cut}$ and $\delta_{cut}$ are usually suggested by biologists’ experience. However, it is obvious that reference values ought to depend on the measurement scale, which is something biologists do not have full control of. If, as we suggest, one starts dealing with raw data, the normal reference system the biologists are used to is changed. We think it is then natural to calibrate these reference quantities using the data features and the specified model. We can then take advantage of the new feature introduced in Equation (5) which adjusts the data on a common scale, in the sense that the expressions of all genes (both blank and of interest) are standardized with respect to the overall array-specific blank spots distribution. Hence, the transformed blank spots expression follows a standard normal distribution, $Z_{gcr}$ and it is then natural to calibrate $\alpha_{cut}$ and $\delta_{cut}$ on the basis of this reference distribution: in fact, since we know that blank spots are not expressed, a plausible value for $\alpha_{cut}$ could be chosen as an appropriate extreme quantile of the reference distributions $Z_{gcr}$. Analogously, we can calibrate the choice of the cut-off value $\delta_{cut}$: since blank spots are known to be not differentially expressed, we can suppose that the minimum value to declare a gene as differentially expressed should be larger than a multiple of suitable extreme quantile range of the reference distribution. The criterion in Equation (9) can be flexibly extended to more complex situations where multiple experimental conditions have to be compared.
3 Results

3.1 Mycobacterium Tuberculosis data

Data we have analyzed, referred to MTB data, have been produced by a team of biologists of the Institute of Neurobiology and Molecular Medicine (INMM - National Research Council, Rome, Italy) using low density oligonucleotide arrays also named macroarrays. The INMM main project aims at developing innovative molecules strengthening the immune defenses against tuberculosis infections. In order to better understand the genetic mechanism of the bacterium behavior, after being inoculated in an immune system, the INMM biologists were able to extract expression levels originated from some tissue containing human macrophage exposed to MTB in the following three conditions: \( \text{Macr}_V^- \) infected \textit{in-vitro} culture of human macrophages, \( \text{Macr}_H^+ \) infected human macrophages extracted from broncho alveolar lavage from patients affected by MTB, \( \text{Macr}_H^- \) human macrophages extracted from broncho alveolar lavage from patients affected by other pulmonary diseases. MTB data consist of three replicates (arrays) for each experimental condition for a total of 9 macroarrays. Each array contains 4608 gene spots; roughly 15% of them, have no DNA spotting them (blank spots). In a first screening stage, researchers investigate on which genes are possibly activated/disactivated as a reaction of the infectious disease carrier and then be deemed responsible of the success/failure of the immune system. Partial results based on a mixture model for \( \text{Macr}_H^+ \) and \( \text{Macr}_V^- \) conditions, have been reported in [10]. In the subsequent step of the analysis, researchers will mostly focus their investigation efforts only on those genes which show a differential pattern of gene expression of macrophages in the \( \text{Macr}_H^+ \) condition simultaneously with respect to those in the \( \text{Macr}_V^- \) and \( \text{Macr}_H^- \) conditions. These simultaneous comparisons allow biologists to detect which genes modify their expression levels as a specific consequence of the tuberculosis infection (\textit{TB-specific}), discarding those whose modifications can be due to other pulmonary diseases (\textit{a-specific}). At a first stage we looked at the 4608 expression levels resulting from the array image analysis software Array Vision 7.0 (Imaging Research Inc., Canada); for each array and experimental condition, the software calculates a global median background values and expression levels are provided as already background corrected. Figure 2 shows background corrected intensities for each array and experimental condition. Exact null expressions are detected very often also in spots other than blank spots. Figure 3 shows the distribution of raw gene expression, on a logarithmic scale, for \( \text{Macr}_H^+ \) experimental condition. The distributions of blank spots are more tightly concentrated around their means, resembling some Gaussian-like distribution: their means can then be safely
interpreted as background levels which may depend on both replication and experimental condition. Note that all genes with raw intensities below the vertical threshold will be automatically changes in null expressions. Although the gene expression distributions of the three arrays are very similar with possibly only a minor shift, the background values are so different that in the first and second array 57% and 67% of genes (almost blank spots) have density values smaller than the built-in background value while in the third array this percentage decreases to 11%. Among those roughly 45% come from blank spots. Similar features are present in $\text{MACR}_H^-$ and $\text{MACR}_V^-$ conditions, such that background corrected values do not reflect faithfully the variability of the raw data and risk to introduce an arbitrary bias in the comparison of different experimental conditions.

3.2 Model fitting and validation

We implement the Bayesian model described in §2 to these data using WinBUGS. Normalized data are estimated as in Equation (7) via posterior averages; in particular, we choose $f_{cr}(\cdot)$ to be a third degree polynomial, but also fourth degree polynomial or more complex spline functions can be used. The normalization device works fine as it is shown in Panel (c) of Figure 1 for the $\text{MACR}_H^+$ condition: after removing background and array effects, curves of de-noised signals for the same experimental condition look very similar with respect to the original ones.

The assumptions of a single normal distribution rather than the mixture in (8) for the mean gene expressions are compared in terms of fit. In particular, we aim at comparing, through Bayesian $p$-values [28], the observed mean expressions to those evaluated using predictive values under two different models: one assuming the aforementioned mixture distribution and the other assuming a normal distribution for the mean gene expression $\mu_{gc}$. In particular, for each model we compute the following posterior predictive $p$-values, $\mathbb{P}(\mu_{gc} > \mu_{gc}^{\text{obs}})$: under the null hypothesis the model being true, the distribution of the $p$-values is almost uniform [3]. We have checked via histograms of the posterior predicted $p$-values that the proposed model fits the data better than the alternative one (see 4).

Therefore we are confident on the fact that this model is more appropriate for our data.

3.3 Differentially expressed genes selection

The criterion in Equation (9) can be flexibly extended to more complex situations, where more than two experimental conditions have to be compared. In particular, in our MTB data, 3
Figure 4: Posterior predicted $p$-values for the observed and predicted mean expressions under the model assuming normal (left panel) and mixture of normal (right panel) for $\alpha$

Experimental conditions are considered and biologists are interested in distinguishing *TB-specific* genes from *a-specific* genes. *TB-specific* genes are genes that are over/under expressed in the $\text{MACR}^+_H$ condition with respect to the $\text{MACR}^-_V$ condition, but not differentially expressed in $\text{MACR}^-_H$ with respect to $\text{MACR}^-_V$ condition; *a-specific* are genes which are over/under expressed in the $\text{MACR}^+_H$ or $\text{MACR}^-_H$ with respect to $\text{MACR}^-_V$ condition. The selection of *TB-specific* gene list can then be achieved by modifying the criterion (9) in the following way:

$$ p_g \equiv \mathbb{P}( |\mu_{g1} - \mu_{g2}| > \delta_{cut} \cap |\mu_{g3} - \mu_{g2}| < \delta_{cut} \cap \mu_{g1} > \alpha_{cut} | \text{data} ) $$

Notice that the condition $|\mu_{g1} - \mu_{g2}| > \delta_{cut} \cap |\mu_{g3} - \mu_{g2}| < \delta_{cut}$ is not deemed sufficient to declare differential expression unless the basic condition $\mu_{g1} > \alpha_{cut}$ is simultaneously verified. This allows to combine very flexibly both biological interest and statistical significance of the conclusions when more than two experimental conditions are considered. A list of *TB-specific* and *a-specific* gene is obtained by applying the criterion in the previous Equation: in particular, according to §2.6, we choose $\alpha_{cut}$ and $\delta_{cut}$ equal respectively to the quantile at level $\alpha = 0.90$ and $\alpha = 0.99$ of the reference distribution $Z_{g0cr}$. Following [23], the threshold for $p_g = 0.8$ guarantees a FDR level equal to 0.05. Out of 3891 non blank spots, 505 genes are found *a-specific*, 12 genes are declared under expressed *TB-specific* and 143 over expressed *TB-specific*. We compare our list of *a-specific* genes with those reported in [10]: using the same MTB data, they compare only two experimental conditions ($\text{MACR}^+_H$ and $\text{MACR}^-_V$), by applying a Bayesian mixture model to t scores as in [2]. *a-specific* genes resulting from our approach restricted to $\text{MACR}^+_H$ and $\text{MACR}^-_V$ conditions, mostly agree with those reported in [10], with some remarkable exceptions (15 genes): 3 of them are blank spots and for most of them, the mean raw expressions are as low
Table 1: Automatically background corrected data ((a)), raw data on log scale ((b)) and model-based normalized data ((c)) for three genes: genes are identified by their row index in the data matrix

<table>
<thead>
<tr>
<th>Gene</th>
<th>Bckg Corr</th>
<th>MACR₂⁻</th>
<th>MACR⁻⁻⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 2 3</td>
<td>1 2 3</td>
</tr>
<tr>
<td>(a)</td>
<td></td>
<td>0.21 0.00 0.00</td>
<td>0.255 0.055 0.00</td>
</tr>
<tr>
<td>ID 168</td>
<td>(b)</td>
<td>3.10 11.43 10.94</td>
<td>7.39 10.65 10.83</td>
</tr>
<tr>
<td>(c)</td>
<td></td>
<td>0.97 -1.26 -0.38</td>
<td>0.64 -0.75 -0.15</td>
</tr>
<tr>
<td>(a)</td>
<td></td>
<td>0.63 0.00 0.87</td>
<td>0.17 0.26 0.14</td>
</tr>
<tr>
<td>ID 1324</td>
<td>(b)</td>
<td>3.61 11.49 12.09</td>
<td>7.36 10.86 11.06</td>
</tr>
<tr>
<td>(c)</td>
<td></td>
<td>2.60 -0.40 3.29</td>
<td>0.34 1.09 1.25</td>
</tr>
<tr>
<td>(a)</td>
<td></td>
<td>5.84 3.13 10.60</td>
<td>14.78 5.45 6.02</td>
</tr>
<tr>
<td>ID 1893</td>
<td>(b)</td>
<td>5.37 12.04 14.25</td>
<td>9.13 12.64 13.47</td>
</tr>
<tr>
<td>(c)</td>
<td></td>
<td>8.36 7.23 10.13</td>
<td>19.15 16.36 15.89</td>
</tr>
</tbody>
</table>

Table 1: Automatically background corrected data ((a)), raw data on log scale ((b)) and model-based normalized data ((c)) for three genes: genes are identified by their row index in the data matrix.

as those of blank spots while their differences in the corresponding automatically background corrected expressions are artificially amplified so that in [10] they are declared differentially expressed. To emphasize this concepts, Table (1) shows values for automatically background corrected densities, raw and model-based background corrected signals of three genes for which the two approaches lead to different conclusions. In [10], ID168 and 1324 are declared over-expressed while in our approach they are declared not differentially expressed; on the other hand, ID1893 results over-expressed in our approach while not differentially expressed in [10]. It is easy to see that the disagreement of the two methods is mainly due to the fact that mixture t score model, applied to automatically background corrected data, ia strongly affected by amplification/reduction of the expression induced by miscalibration of the background values. The list of differentially expressed genes are also compared with those obtained with SAM method [41]: it requires normalized data and therefore it also suffers of the same problems of the mixture model. In particular, using automatically background corrected data and also the correction suggested in [14], applying SAM procedure, most of the blank spots are declared differentially expressed, which is in strong disagreement with biologists knowledge. Despite the fact the SAM method and our model are based on FDR control, SAM method seems to produce an excessive discovery. Same conclusions can be drawn by extending the comparisons to three
However it must be noted that selection of *TB-specific* genes is straightforward in Bayesian framework, but classical methods, such as *t*-test or SAM analysis, are not so manageable to adapt in order to take into account specific biologist requests.

4 Discussion

In our work, we show how, within a Bayesian hierarchical model approach, adding a model component for blank spots can help avoiding background values miscalibration due to either defective software built-in correction or subjective clerical intervention. Differently from LMRGA model, a) we start with raw data and the *first stage background correction* is carried out in the blank spot model component (2)-(4) and (5), b) we apply a different ANOVA parametrization (Equation (6)) to data standardized through Equation (5), allowing a more natural extension for the array effect in the presence of multiple experimental conditions, c) we use a different specification for the distribution of the mean gene expressions in order to account for typical asymmetry.

With our MTB data, we could fully benefit from the decision theoretic approach of [23] which allowed us to tailor new criteria to cope with the biological specific questions, such as the distinction between *TB-specific* and *a-specific*. Moreover, including the blank spot model component allows us to rely on the blank spot distribution to calibrate reference values $\alpha_{cut}$ and $\delta_{cut}$ to define differential expressions more objectively and completely relying on data and model features, avoiding subjective/arbitrary biologists’ interpretations of the scale of measurement. This work provides a new strategy to cope with DNA data with many exact null expressions and exploit, when blank spots are available, some of the information coming from the design of the array, which is typically discarded or used to validate statistical methods. Instead, we prove that the information provided by blank spots can usefully contribute to achieve the main goals of the analysis in a more reliable way better accounting for background correction.
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