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Abstract

Iterated Bessel processes Rγ(t), t > 0, γ > 0 and their counterparts on
hyperbolic spaces, i.e. hyperbolic Brownian motions Bhp(t), t > 0 are ex-
amined and their probability laws derived. The higher-order partial differ-
ential equations governing the distributions of IR(t) = 1R

γ(2R
γ(t)), t > 0

and JR(t) = 1R
γ(|2Rγ(t)|2), t > 0 are obtained and discussed. Processes

of the form Rγ(Tt), t > 0, Bhp(Tt), t > 0 where Tt = inf{s : B(s) = t}
are examined and numerous probability laws derived, including the Stu-
dent law, the arcsin laws (also their asymmetric versions), the Lam-
perti distribution of the ratio of independent positively skewed stable
random variables and others. For the process Rγ(T µ

t ), t > 0 ( where
T µ

t = inf{s : Bµ(s) = t} and Bµ is a Brownian motion with drift µ)
the explicit probability law and the governing equation are obtained. For
the hyperbolic Brownian motions on the Poincaré half-spaces H+

2 , H+
3 we

study Bhp(Tt), t > 0 and the corresponding governing equation. Iterated
processes are useful in modelling motions of particles on fractures ideal-
ized as Bessel processes (in Euclidean spaces) or as hyperbolic Brownian
motions (in non-Euclidean spaces).

Keywords: Bessel process, Modified Bessel functions, Hyperbolic Brownian
motions, Fox functions, Student distribution, Subordinators
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1 Introduction

The analysis of the composition of different types of stochastic processes has
recently received a certain attention with the publication of a series of papers
(see for example [3], [2], [1], [7]). The prototype of these composed processes is
the iterated Brownian motion whose investigation was started in the middle of
the ’90s. Beside the distributional properties of the composed processes much
work was done in order to derive the equations governing their probability laws.
It was found that these processes are related both to fractional equations and to
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higher-order equations as is the case of iterated Brownian motion. The core of
this paper considers the Bessel process Rγ

x(t), t > 0 started at point x ∈ [0,∞)
and with parameter γ > 0 at different random times. We firstly study the
process IR(t) = Rγ

1 (Rγ
2 (t)), t > 0 where Rγ

1 , Rγ
2 are independent Bessel processes

with the same parameter γ. This is equivalent to studying the Bessel process
Rγ at a random time which is represented by an independent Bessel process.
Iterated processes have proved to be suitable for describing the motion of gas
particles in cracks (or fractures). For the iterated Brownian motion this is
considered in DeBlassie’s paper [6] but a similar interpretation can be given to
iterated processes obtained by composing Bessel processes (this is the case here)
or fractional Brownian motions (see [7]). The law of IR(t), t > 0 is expressed in
terms of Fox functions and possesses a Mellin transform equal to

E {IR(t)}µ−1 = (23t)
µ−1

4
Γ

(
γ+µ−1

2

)
Γ

(
2γ+µ−1

4

)
Γ2

(
γ
2

) , <{µ} > 1−γ, t > 0 (1.1)

with γ > 0 and for µ = m + 1 produces the m-th order moments of IR(t), t > 0

E {IR(t)}m = (23t)
n
4

Γ
(

γ+m
2

)
Γ

(
2γ+m

4

)
Γ2

(
γ
2

) , m = 1, 2, . . . . (1.2)

We are able to present the p.d.e. satisfied by the distribution of IR(t), t > 0
which differs for γ > 1 and γ ≤ 1 because in the latter case an impulse delta
function appears as in the iterated Brownian motion. The equation we obtained
reduces to the fourth-order heat-equation

∂q

∂t
=

1
23

∂4q

∂x4
+

1
2
√

2πt

d2δ(x)
dx2

(1.3)

for γ = 1. A related process considered in Section 2 is

JR(t) = Rγ
1 (|Rγ

2 (t)|2), t > 0 (1.4)

where Rγ
1 , Rγ

2 are independent Bessel processes starting at the origin. The
probability density of (1.4) can be expressed in closed form as

q(r, t) = Pr{JR(t) ∈ dr}/dr =
22rγ−1

2γtγ/2Γ2
(

γ
2

)K0

(
r√
t

)
, r, t > 0 (1.5)

where K0 is the modified Bessel function of order zero (see [9, formula 3.478]).
The equation corresponding to (1.5) has the form

∂q

∂t
= −1

2

{
r
∂3q

∂r3
+ 2(2− γ)

∂2q

∂r2
+

(γ − 1)2

r

∂q

∂r
− (γ − 1)2

r2
q

}
, r, t > 0 (1.6)

and includes the equations governing the process B1(|B2(t)|2), t > 0, for γ = 1
(and coincides with 3.16 of [7] for H = 1/2). Interesting results can be obtained
by considering the Bessel process Rγ(t), t > 0 stopped at the first-passage time
Tt, t > 0 of an independent Brownian motion. Processes stopped at different
types of random times can be viewed as processes with a new clock which
is regulated by an independent Brownian motion B. The r.v.’s Tt = inf{s :
B(s) = t} tells the time at which the Bessel process must be examined. This
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means that the clock considered below is timed by an independent Brownian
motion. Therefore Rγ(Tt), t > 0 represents a motion where accelerations and
decelerations of time occur continuously. We show that the distribution function
of Rγ(Tt), t > 0 reads

Pr{Rγ(Tt) ∈ dr}/dr =
2trγ−1

√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) 1

(r2 + t2)
γ+1
2

, r, t > 0. (1.7)

We show also that

Pr

{
1

Rγ(Tt)
∈ dr

}
/dr =

2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) 1

(1 + r2t2)
γ+1
2

, r, t > 0 (1.8)

which coincides for γ = n, t = 1/
√

n with the folded Student distribution.
Related distributions are

Pr

{
1

1 + Rγ(Tt)
∈ dr

}
/dr (1.9)

=
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) (1− w)γ−1

 t
1+t2(

w − 1
1+t2

)2

+ t2

(1+t2)2


γ+1
2

, 0 < w < 1.

Furthermore, we obtain also that

Pr

{
t3

t2 + |Rγ(Tt)|2
∈ dr

}
/dr =

1
t

1
B(γ

2 , 1
2 )

(r

t

) 1
2−1 (

1− r

t

) γ
2−1

, (1.10)

with 0 < r < t and γ > 0. For γ = 1 we have the arcsin law. Bessel processes
Rγ(Tµ

t ), t > 0, γ > 0 stopped at first passage times Tt = inf{s : Bµ(s) =
t} where Bµ is Brownian motion with drift µ are examined in Section 3. In
particular we prove that

qµ(r, t) =Pr {Rγ(Tµ
t ) ∈ dr} /dr

=
4t etµrγ−1

2
γ
2 Γ

(
γ
2

)√
2π

(
µ2

r2 + t2

) γ+1
4

K γ+1
2

(
µ
√

r2 + t2
)

(1.11)

with r ≥ 0, t > 0, γ > 0, µ ≥ 0.
The last section is devoted to compositions involving the hyperbolic Brown-

ian motion, that is a diffusion on the Poincaré upper half-space Hn
+ = {x1, . . . , xn :

xn > 0} with particular attention to the planar case H2
+ and the three-dimensional

Poincaré half-space H3
+. In the space H2

+ we study the hyperbolic distance from
the origin of a hyperbolic Brownian motion stopped at the first-passage time Tt,
t > 0 of the standard Brownian motion whose probability law can be explicitly
written as

pJ2(η, t) =
sinh η

π
√

23

∫ ∞

η

ϕ√
coshϕ− cosh η

t

t2 + ϕ2
K2

(
1
2

√
t2 + ϕ2

)
dϕ (1.12)

with η > 0, t > 0. In H3
+ the distribution of J3(t), t > 0 reads

pJ3(η, t) =
2
√

2
π

η t sinh η

(η2 + t2)
K2

(√
η2 + 2t2

)
, η > 0 t > 0. (1.13)
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The evaluation of the integrals leading to (1.12) and (1.13) necessitates the
following formula∫ ∞

0

xν−1 exp
{
−βxp − γx−p

}
dx =

2
p

(
γ

β

) ν
2p

K ν
p

(
2
√

γβ
)

(1.14)

where p, γ, β, ν > 0 and Kν is the modified Bessel function (see [9, formula
3.478]). The equations governing (1.12) and (1.13) are respectively

− ∂2pJ2

∂t2
=

∂2pJ2

∂η2
− ∂

∂η

(
1

tanh η
pJ2

)
, η > 0, t > 0 (1.15)

− ∂2pJ3

∂t2
=

∂2pJ3

∂η2
− 2

∂

∂η

(
1

tanh η
pJ3

)
, η > 0, t > 0. (1.16)

The hyperbolic distance of a hyperbolic Brownian motion plays in the non-
Euclidean spaces Hn

+, n = 2, 3, . . . the same role of Bessel processes in the
Euclidean spaces. The structure of the probability law of Bhp

2 (t), t > 0 is
rather complicated (see formulae (4.9) and (4.11) below) and therefore we have
restricted ourselves only to compositions involving first-passage times. Much
more flexibility is allowed by three-dimensional hyperbolic Brownian motion
Bhp

3 (t), t > 0. Millson formula (see [10]), in principle, permits us to examine
compositions of higher-dimensional hyperbolic Brownian motions stopped at
random times.

2 Composition of Bessel Processes with differ-
ent types of processes

We first present some information about the Bessel process of order γ > 0 and
starting from x ≥ 0. The Bessel process Rγ

x(t), t > 0 is a diffusion with law

p(t, r; 0, x) =
r

t

( r

x

) γ
2−1

exp
{
−x2 + r2

2t

}
I γ

2−1

(xr

t

)
, x, r ≥ 0, t > 0 (2.1)

governed by the infinitesimal generator

A =
1
2

{
∂2

∂x2
+

γ − 1
x

∂

∂x

}
. (2.2)

The Bessel function Iν(z) is defined as

Iν(z) =
∞∑

k=0

(z/2)ν+2k

k! Γ(k + ν + 1)
. (2.3)

For γ = n , n ∈ N, the Bessel process represents the Euclidean distance of a
n-dimensional Brownian motion (B1(t), . . . , Bn(t)), t > 0 from the origin. For

Rn
x(t) =

√√√√ n∑
j=1

B2
j (t), t > 0 (2.4)
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the explicit law (2.1) reads

p(t, r; 0, x) =
r

t

( r

x

)n
2−1

exp
{
−x2 + r2

2t

}
In

2−1

(xr

t

)
, x, r ≥ 0, t > 0 (2.5)

and simplifies for x = 0 as

p(t, r; 0, 0) =2
rn−1e−

r2
2t

(2t)
n
2 Γ

(
n
2

) = rn−1k(r, t), r ≥ 0, t > 0 (2.6)

where the function k = k(r, t), r ∈ R+, t > 0 is the heat kernel satisfying the
p.d.e.

∂k

∂t
=

1
2

1
rn−1

∂

∂r

{
rn−1 ∂

∂r

}
k = A k (2.7)

where A is that in (2.2) with γ = n. We point out that the probability density
(2.6) satisfies the p.d.e.

∂p

∂t
=

1
2

{
∂2p

∂r2
− (γ − 1)

∂

∂r

(p

r

)}
=

1
2

{
∂2p

∂r2
− γ − 1

r

∂p

∂r
+

γ − 1
r2

p

}
(2.8)

for γ = n. The differential operator figuring in (2.8) is usually referred to as the
adjoint of (2.2). For the operators introduced above the following interesting
fact turns out to be very useful

∂p

∂t
= A∗p and

∂k

∂t
= Ak. (2.9)

Our interest here is to study the composition of the Bessel process 1R
γ
0 (t),

t > 0 outlined above with different processes or also with an independent Bessel
process 2R

γ
0 (t), t > 0.

2.1 The Iterated Bessel process

We consider here the iterated Bessel process

IR(t) = 1R
γ
0 ( 2R

γ
0 (t)), t > 0 (2.10)

where 1R
γ
0 , 2R

γ
0 are independent Bessel processes of dimension γ starting at

x = 0 and possessing density

p(r, t) = 2
rγ−1e−

r2
2t

(2t)
γ
2 Γ

(
γ
2

) , r ≥ 0, t > 0. (2.11)

The distribution of (2.10) reads

q(r, t) = 22

∫ ∞

0

rγ−1e−
r2
2s

(2s)
γ
2 Γ

(
γ
2

) sγ−1e−
s2
2t

(2t)
γ
2 Γ

(
γ
2

)ds, r ≥ 0, t > 0 (2.12)

and has Mellin transform equal to

M{q(·, t)} (η) = (23t)
η−1
4

Γ
(

η
2 + γ

2 −
1
2

)
Γ

(
η
4 + γ

2 −
1
4

)
Γ2

(
γ
2

) , <{η} > 1−γ. (2.13)
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The distribution (2.12) can be expressed in terms of Fox functions which are
defined in the following manner:

Hm,n
p,q (x) = Hm,n

p,q

[
x

∣∣∣∣ (ai, αi)i=1,..,p

(bj , βj)j=1,..,q

]
=

1
2πi

∫ θ+i∞

θ−i∞
Mm,n

p,q (η)x−ηdη (2.14)

where θ ∈ R and

Mm,n
p,q (η) =

∏m
j=1 Γ(bj + ηβj)

∏n
i=1 Γ(1− ai − ηαi)∏q

j=m+1 Γ(1− bj − ηβj)
∏p

i=n+1 Γ(ai + ηαi)
. (2.15)

By direct inspection of (2.13) we see that in our case n = 0, m = 2, p = q = 2,
b1 = γ/2−1/2, b2 = γ/2−1/4, β1 = 1/2, β2 = 1/4, a1 = a2 = γ/2, α1 = α2 = 0.
By considering the following property of the Mellin transform∫ ∞

0

xη−1f(ax)dx = a−η

∫ ∞

0

xη−1f(x)dx (2.16)

we conclude that (2.12) can be represented in terms of Fox functions as

q(r, t) =
1

(23t)1/4
H2,0

2,2

[
r

(23t)1/4

∣∣∣∣ (γ
2 , 0); (γ

2 , 0)
(γ

2 −
1
2 , 1

2 ); (γ
2 −

1
4 , 1

4 )

]
. (2.17)

In view of the property of Fox functions (see [15])

Hm,n
p,q (x) =

1
xc

Hm,n
p,q

[
x

∣∣∣∣ (ai + cαi, αi)i=1,..,p

(bj + cβj , βj)j=1,..,q

]
, c ∈ R. (2.18)

for c = 1, (2.17) can be written as

q(r, t) =
1

r (23t)1/4
H2,0

2,2

[
r

(23t)1/4

∣∣∣∣ (γ
2 , 0); (γ

2 , 0)
(γ

2 , 1
2 ); (γ

2 , 1
4 )

]
. (2.19)

Moreover, the Mellin transform (2.13) generalizes the moments of (2.10) and
after some easy calculation, we have

E {IR(t)}m = 2
m
2

Γ
(

m+n
2

)
Γ

(
m
4 + n

2

)
Γ2

(
n
2

) (2t)
m
4 , m = 1, 2, . . . (2.20)

Formula (2.20) shows that the mean distance of the iterated Bessel process
increases as t

1
4 and the dimension γ of the space where the iterated Bessel

processes develop enters only in the multiplying coefficient in (2.20). In the
next theorem we derive the governing equation of the law (2.12) of the process
(2.10).

Theorem 2.1. The density function (2.12) satisfies, for 0 < γ ≤ 1 the equation

∂q

∂t
=

1
23

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

) (
∂2

∂r2
+

γ − 1
r

∂

∂r
+

(γ − 1)(3− 2γ)
r2

)
q

+
1

2(2t)
γ
2 Γ

(
γ
2

) (
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
δ(r). (2.21)

For γ > 1 the governing equation becomes

∂q

∂t
=

1
23

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

) (
∂2

∂r2
+

γ − 1
r

∂

∂r
+

(γ − 1)(3− 2γ)
r2

)
q. (2.22)
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Proof. It is convenient to write the distribution (2.12) as

q(r, t) =
∫ ∞

0

p(r, s)p(s, t)ds (2.23)

where

p(r, t) = 2
rγ−1e−

r2
2t

(2t)
γ
2 Γ

(
γ
2

) = rγ−1k(r, t), r ≥ 0, t > 0, γ > 0.

We start our proof by evaluating the time-derivative of (2.23) as

∂q

∂t
=

∫ ∞

0

p(r, s)
∂

∂t
p(s, t)ds = [in view of (2.8)]

=
∫ ∞

0

p(r, s)
1
2

{
∂2

∂s2
− (γ − 1)

∂

∂s

1
s

}
p(s, t)ds

=
1
2
p(r, s)

{
∂

∂s
p(s, t)− γ − 1

s
p(s, t)

} ∣∣∣∣∣
s=∞

s=0

−1
2

∫ ∞

0

∂

∂s
p(r, s)

{
∂

∂s
p(s, t)− (γ − 1)

s
p(s, t)

}
ds

We note that

1
2

{
∂

∂s
p(s, t)− γ − 1

s
p(s, t)

}
p(r, s)

∣∣∣∣∣
s=∞

s=0

= δ(r) lim
s→0+

sγe−
s2
2t

t(2t)
γ
2 Γ

(
γ
2

) (2.24)

and thus for s → 0+ and s → ∞ vanishes for all γ > 0. A further integration
by parts yields that∫ ∞

0

∂

∂s
p(r, s)

∂

∂s
p(s, t)ds =

∂

∂s
p(r, s)p(s, t)

∣∣∣∣∣
s=∞

s=0

−
∫ ∞

0

∂2

∂s2
p(r, s)p(s, t)ds.

We note that

∂

∂s
p(r, s)p(s, t)

∣∣∣∣∣
s=∞

s=0

= rγ−1 ∂

∂s
k(r, s)p(s, t)

∣∣∣∣∣
s=∞

s=0

= [by (2.9)] = −rγ−1

2

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
δ(r)
rγ−1

2
(2t)

γ
2 Γ

(
γ
2

)
for 0 < γ ≤ 1, because

∂

∂s
p(r, s) =

rγ−1

2

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
p(r, s)
rγ−1

(2.25)

and p(r, s) → δ(r) for s → 0+. Furthermore,

p(s, t) = const sγ−1e−
s2
2t

and this explains why γ ≤ 1 implies the appearance of the delta function. By
collecting all pieces together we have that

∂q

∂t
=

rγ−1

2

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
δ(r)
rγ−1

1
(2t)

γ
2 Γ

(
γ
2

) (2.26)
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+
1
2

∫ ∞

0

{
∂2

∂s2
p(r, s)− γ − 1

s

∂

∂s
p(r, s)

}
p(s, t)ds.

By exploiting the following manipulations

−1
s

∂

∂s
p(r, s) =− rγ−1

s

∂

∂s
k(r, s)

=
rγ−1

2

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
1
r

(
−r

s

)
k(r, s)

=
rγ−1

2

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
1
r

∂

∂r

p(r, s)
rγ−1

equation (2.26) takes the form

∂q

∂t
=

rγ−1

23

(
∂2

∂r2
+

γ − 1
r

)2
q

rγ−1
(2.27)

+
(γ − 1)

22
rγ−1

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
1
r

∂

∂r

q

rγ−1
(2.28)

+
1
2

rγ−1

(2t)
γ
2 Γ

(
γ
2

) (
∂2

∂r2
+

γ − 1
r

∂

∂r

)
δ(r)
rγ−1

In order to transform equation (2.27) into the form of the statement of Theorem
2.1 we note that(

∂2

∂r2
+

γ − 1
r

∂

∂r

)
q

rγ−1
=

1
rγ−1

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q (2.29)

as a direct check shows. Furthermore, if we write(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q(r, t) = w(r, t)

and apply again (2.29) we arrive at the following explicit expression(
∂2

∂r2
+

γ − 1
r

∂

∂r

)2
q

rγ−1
=

1
rγ−1

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)2

q.

By applying the same trick as above we have that(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
1
r

∂

∂r

q

rγ−1

=
(

∂2

∂r2
+

γ − 1
r

∂

∂r

)
1

rγ−1

{
− (γ − 1)

r2
+

1
r

∂

∂r

}
q

=
1

rγ−1

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

) {
− (γ − 1)

r2
+

1
r

∂

∂r

}
q.

An analogous step must be applied to the singular term involving the Dirac
delta function so that result (2.21) follows.

Remark 2.1. For γ = 1 equation (2.21) becomes

∂q

∂t
=

1
23

∂4q

∂r4
+

1
2
√

2πt

d2δ(r)
dr2

8



which is the fourth-order equation governing the iterated Brownian motion.
This is because the process IR(t), t > 0 for γ = 1 becomes the reflected iterated
Brownian motion. It is well-known that the law of the iterated Brownian motion
satisfies the fractional equation

∂
1
2 q

∂t
1
2

=
1
2

3
2

∂2q

∂x2
.

Remark 2.2. For γ = 3
2 , equation (2.22) takes the form

∂q

∂t
=

1
23

(
∂2

∂r2
− 1

2
∂

∂r

1
r

) (
∂2

∂r2
+

1
2r

∂

∂r

)
q

=
1
23

(
∂4

∂r4
− 3

22r2

∂2

∂r2
+

3
2r3

∂

∂r

)
q =

1
23

(
∂4

∂r4
− 3

22

∂

∂r

(
1
r2

∂

∂r

))
q.

This is the simplest equation involving iterated Bessel functions.

If we consider the slightly modified process

JR(t) = 1R
γ
0 (| 2Rγ

0 (t)|2), t > 0 (2.30)

we have the advantage that the law can be expressed explicitly in terms of
modified Bessel functions. In fact, we have that the probability density g of
JR(t), t > 0 reads

g(r, t) =
2 rγ−1

(4t)
γ
2 Γ2

(
γ
2

) ∫ ∞

0

1
s
e−

r2
2s−

s
2t ds =

22 rγ−1

(4t)
γ
2 Γ2

(
γ
2

)K0

(
r√
t

)
(2.31)

where

K0(x) =
∫ ∞

0

1
s

exp
{
− x2

4s2
− s2

}
ds, x > 0

(see [9, formula 3.478]).

Theorem 2.2. The probability law of the process JR(t), t > 0 is governed by
the following third-order equation

∂q

∂t
= −1

2

{
r
∂3q

∂r3
+ 2(2− γ)

∂2q

∂r2
+

∂q

∂r

(γ − 1)2

r

}
, r, t > 0. (2.32)

Proof. We start by working on the probability density (2.31) which can be
written as

q(r, t) =
∫ ∞

0

p(r, s)l(s, t)ds, r ≥ 0, t > 0 (2.33)

with

p(r, s) = 2
rγ−1e−

r2
2s

(2s)
γ
2 Γ

(
γ
2

) , r ≥ 0, s > 0 (2.34)

and

l(s, t) =
s

γ
2−1e−

s
2t

(2t)
γ
2 Γ

(
γ
2

) , s > 0, t > 0 (2.35)

9



We note that the density (2.35) is a solution of the following equation

∂l

∂t
= 2s

∂2l

∂s2
− (γ − 4)

∂l

∂s
(2.36)

as a direct check shows (see also [18]). In view of (2.36) from (2.35) we have
that

∂q

∂t
=

∫ ∞

0

p(r, s)
[
2s

∂2l

∂s2
− (γ − 4)

∂l

∂s

]
ds

=− 2
∫ ∞

0

s
∂

∂s
p(r, s)

∂

∂s
l(s, t)ds− (γ − 2)

∫ ∞

0

p(r, s)
∂

∂s
l(s, t)ds

− (γ − 2) p(r, 0)
1

(2t)
γ
2 Γ

(
γ
2

) I(γ≤2)

=− 2
∫ ∞

0

s
∂

∂s
p(r, s)

∂

∂s
l(s, t)ds + (γ − 2)

∫ ∞

0

∂

∂s
p(r, s)l(s, t)ds

=2
∫ ∞

0

s
∂2

∂s2
p(r, s)l(s, t)ds + γ

∫ ∞

0

∂

∂s
p(r, s)l(s, t)ds

+2
s

γ
2

(2t)
γ
2 Γ

(
γ
2

) ∂

∂s
p(r, s)

∣∣∣∣∣
s=0

(γ > 0)

=2rγ−1 1
22

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)2 ∫ ∞

0

s k(r, s)l(s, t)ds

+
γ

2

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q(r, t).

We observe that(
∂2

∂r2
+

γ − 1
r

∂

∂r

)2 ∫ ∞

0

s k(r, s)l(s, t)ds

=
(

∂2

∂r2
+

γ − 1
r

∂

∂r

) (
∂

∂r
+

γ − 1
r

) ∫ ∞

0

s
(
−r

s

)
k(r, s)l(s, t)ds

=−
(

∂2

∂r2
+

γ − 1
r

∂

∂r

) (
∂

∂r
+

γ − 1
r

)
1

rγ−2
q(r, t)

and (
∂

∂r
+

γ − 1
r

)
1

rγ−2
q(r, t) =

1
rγ−1

(
1 + r

∂

∂r

)
q(r, t).

Thus, we obtain

∂q

∂t
=− rγ−1

2

(
∂2

∂r2
+

γ − 1
r

∂

∂r

)
1

rγ−1

(
1 + r

∂

∂r

)
q(r, t)

+
γ

2

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q(r, t)

= [ by (2.29)] = −1
2

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

) (
1 + r

∂

∂r

)
q(r, t)

+
γ

2

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q(r, t)

10



=− 1
2

(
∂2

∂r2
− (γ − 1)

r

∂

∂r
+

(γ − 1)
r2

) [
r

∂

∂r
− (γ − 1)

]
q(r, t)

Formula (2.32) can be derived by simple calculation.

2.2 The Bessel process at first-passage times

Let Tt = inf{s : B(s) = t} where B is a Brownian motion (possibly with drift
µ) independent from the Bessel process Rγ(t), t > 0 starting from zero. In this
section we study the new process Rγ(Tt), t > 0 concentrating our attention
on its law and some related distributions. Stopping the Bessel process Rγ at
the random time Tt can cause either a slowing down (with respect to the nat-
ural time) or a speed up of the time flow. The probability of slowing down is
measured by the following integral

Pr{Tt ≤ t} =
∫ t

0

t e−
t2
2x

√
2πx3

dx (2.37)

which decreases for all t since

d

dt
Pr{Tt ≤ t} = − e−

t
2

√
2π

, t > 0. (2.38)

Furthermore, we observe that

Pr{Tt ≤ t} =

√
2
πt

e−
t
2 −

∫ t

0

e−
t2
2x

t
√

2πx
dx ≤

√
2
πt

e−
t
2 (2.39)

and this confirms the asymptotic speed up of the time flow implied by the
subordinator Tt, t > 0. We have now the explicit distribution of Rγ(Tt), t > 0.

Theorem 2.3. The distribution of Rγ(Tt), t > 0 reads

q(r, t) = P{Rγ(Tt) ∈ dr}/dr = 2
Γ

(
γ+1

2

)
√

π Γ
(

γ
2

) trγ−1

(r2 + t2)
γ+1
2

, r, t > 0. (2.40)

Proof.

q(r, t) =2
∫ ∞

0

rγ−1e−
r2
2s

(2s)
γ
2 Γ

(
γ
2

) te−
t2
2s

√
2πs3

ds

=
2trγ−1

2
γ+1
2
√

πΓ
(

γ
2

) ∫ ∞

0

s−
γ+3
2 e−

1
2s (r2+t2)ds =

[
s =

1
w

(
r2 + t2

2

)]

=
2trγ−1

2
γ+1
2
√

πΓ
(

γ
2

) (
r2 + t2

2

)− γ+1
2

∫ ∞

0

e−ww
γ+1
2 −1dw

=
2trγ−1

√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) 1

(r2 + t2)
γ+1
2

, r, t > 0.
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Remark 2.3. We check that the distribution (2.40) integrates to unity,∫ ∞

0

Pr{Rγ(Tt) ∈ dr} =
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ ∞

0

rγ−1

(r2 + t2)
γ+1
2

dr

= [r = t
√

y] =
1√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ ∞

0

y
γ
2−1

(1 + y)
γ+1
2

dy

=
[

y

1 + y
= w

]
=

1√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ 1

0

w
γ+1
2

(
w

1− w

)− 3
2 dw

(1− w)2

=
1√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ ∞

0

w
γ
2−1(1− w)

1
2−1dw = 1.

With similar calculations we can obtain the µ-moments for 0 < µ < 1∫ ∞

0

rµPr{Rγ(Tt) ∈ dr} =
tµ√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ ∞

0

y
γ+µ

2 −1

(1 + y)
γ+1
2

dy

=
tµ√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ 1

0

w
γ+1
2

(
w

1− w

)µ−3
2 dw

(1− w)2

=
tµ√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ 1

0

w
γ+µ

2 −1(1− w)
1−µ

2 −1dw =
Γ

(
γ+µ

2

)
Γ

(
1−µ

2

)
√

πΓ
(

γ
2

) tµ.

We note also that for γ = 1, the density law (2.40) coincides with a folded
Cauchy with scale parameter t and location parameter equal to zero.

For the distribution function of Rγ(Tt), t > 0 we have the following result

Pr{Rγ(Tt) > r} =
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ ∞

r

yγ−1

(t2 + y2)
γ+1
2

dy (2.41)

=
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) [
rγ−2

(γ − 1)(t2 + r2)
γ−1

2

+
γ − 2
γ − 1

∫ ∞

r

yγ−3

(t2 + y2)
γ−1

2

dy

]

for γ > 1. The recursive formula (2.41) yields some interesting special cases

Pr{Rγ(Tt) > r} =


t

(t2+r2)1/2 , γ = 2,

4t
π

[
r

t2+r2 + 1
2t

(
π
2 − arctan r

t

)]
, γ = 3,

t
(t2+r2)1/2 + t r2

2(t2+r2)3/2 , γ = 4.

(2.42)

An interesting related distribution is presented in the next theorem.

Theorem 2.4. The process

R̂γ(t) =
1

1 + Rγ(Tt)
, t > 0 (2.43)

has distribution

Pr{R̂γ(t) ∈ dw}/dw

12



=
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) (1− w)γ−1

 t
1+t2(

w − 1
1+t2

)2

+ t2

(1+t2)2


γ+1
2

, 0 < w < 1.

(2.44)

Proof.

Pr{R̂γ(t) ∈ dw}/dw

=
d

dw

∫ ∞

1−w
w

Pr{Rγ(Tt) ∈ dr} (2.45)

=
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) 1
w2

(
1− w

w

)γ−1
[
t2 +

(
1− w

w

)2
]− γ+1

2

=
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) (1− w)γ−1

[(
w

√
1 + t2 − 1√

1 + t2

)2

+
t2

(1 + t2)2

]− γ+1
2

=
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) (1− w)γ−1

 t
1+t2(

w − 1
1+t2

)2

+ t2

(1+t2)2


γ+1
2

, 0 < w < 1.

Remark 2.4. For γ = 1 the distribution (2.44) offers the following expression

Pr{R̂1(t) ∈ dw} =
2
π

t
1+t2(

w − 1
1+t2

)2

+ t2

1+t2

=
2
π

A

(w −B)2 + A2
. (2.46)

We are able to check that (2.46) integrates to unity. Indeed

2
π

∫ 1

0

A

(w −B)2 + A2
dw =

2
π

∫ 1−B
A

−B
A

dy

1 + y2

=
2
π

{
arctan

1−B

A
+ arctan

B

A

}
=

2
π

arctan
A

A2 + B2 −B
= 1

because A2+B2−B = 0. In the general case we can verify that (2.44) integrates
to unity for all γ > 0 in the following manner∫ 1

0

Pr{R̂γ(t) ∈ dw} =
∫ 1

0

d

dw

∫ ∞

1−w
w

Pr{Rγ(Tt) ∈ dr}

=
∫ 1

0

1
w2

Pr

{
Rγ(Tt) ∈ d

(
1− w

w

)}
=

[
1− w

w
= y

]
=

∫ ∞

0

Pr{Rγ(Tt) ∈ dy} = 1.
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Remark 2.5. As a by-product of our calculations we show that∫ t

− 1
t

(t− y)γ−1

(1 + y2)
γ+1
2

dy =
(

t

1 + t2

) 1−γ
2 1

2
B

(
γ

2
,
1
2

)
. (2.47)

We start from the relationship in the proof of Theorem 2.4 integrated in (0, 1)

2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ 1

0

1
w2

(
1− w

w

)γ−1
dw[

t2 +
(

1−w
w

)2
] γ+1

2

=
2t

1−γ
2

√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) ∫ 1

0

(1− w)γ−1

 t
1+t2(

w − 1
1+t2

)2

+ t2

1+t2


γ+1
2

.

Now put 1−w
w = y in the first integral and w − 1

1+t2 = yt
1+t2 in the second and

obtain

t

∫ ∞

0

yγ−1 dy

(t2 + y2)
γ+1
2

=
(

t

1 + t2

) γ+1
2

∫ t

− 1
t

(t− y)γ−1

(1 + y2)
γ+1
2

dy.

Thus the identity∫ t

− 1
t

(t− y)γ−1

(1 + y2)
γ+1
2

dy =
(1 + t2)

γ−1
2

t
γ−3

2

∫ ∞

0

yγ−1

(t2 + y2)
γ+1
2

dy

emerges. Therefore,∫ t

− 1
t

(t− y)γ−1

(1 + y2)
γ+1
2

dy =
(

t

1 + t2

) 1−γ
2 Γ

(
γ
2

)
Γ

(
1
2

)
2 Γ

(
γ+1

2

) . (2.48)

Remark 2.6. Another result related to distribution (2.40) states that

Pr

{
t3

t2 + |Rγ(Tt)|2
∈ dr

}
/dr =

1
t

1
B(γ

2 , 1
2 )

(r

t

) 1
2−1 (

1− r

t

) γ
2−1

(2.49)

for 0 < r < t, γ > 0. It sufficies to evaluate the following integral

Pr

{
t3

t2 + |Rγ(Tt)|2
∈ dr

}
/dr =

Γ
(

γ+1
2

)
Γ

(
γ
2

) d

dr

∫ ∞q
t3−rt2

r

2t
√

y

yγ−1

(y2 + t2)
γ+1
2

dy.

For γ = 1 from (2.49) one obtains the law of sojourn time on (0,∞) of Brown-
ian motion and the even-order pseudo processes, while for odd values of γ the
distribution of the sojourn time on the half-line for odd-order pseudo processes
emerges (for γ = 3 see [16], γ = 2n + 1, n > 2 see [11]).

Remark 2.7. For γ = n the process Rn(Tt), t > 0 can be represented as

Rn(Tt) =

√√√√ n∑
j=1

B2
j (Tt), t > 0 (2.50)

where Bj(t), t > 0, j = 1, 2, . . . , n are independent Brownian motions and the
r.v.’s Bj(Tt), t > 0 possess Cauchy distribution. Therefore (2.50) represents the
Euclidean distance of an n-dimensional Cauchy random vector (C1(t), . . . , C2(t)),
t > 0.
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Remark 2.8. For us it is relevant to study the distribution of

S(t) =
1

Rγ(Tt)
, t > 0.

After some calculation we find that

P{S(t) ∈ dr} = dr
2t√
π

Γ
(

γ+1
2

)
Γ

(
γ
2

) 1

(1 + r2t2)
γ+1
2

, r, t > 0. (2.51)

We note that for t = 1√
n

, γ = n the density (2.51) coincides with a folded
t-distribution with n degrees of freedom and its density takes the form

f(r;n) =
2√
πn

Γ
(

n+1
2

)
Γ

(
n
2

) 1(
1 + r2

n

)n+1
2

, r > 0. (2.52)

For n = 1, the density (2.52) coincides with a folded Cauchy and coincides with
(2.40) for γ = 1 and at time t = 1.

Theorem 2.5. The probability law (2.40) of the process Rγ(Tt), t > 0 is a
solution to the following equation

−∂2q

∂t2
=

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q, r, t > 0, γ > 0. (2.53)

Proof. It is easy to check that the density of the first-passage time

f(s, t) =
te−

t2
2s

√
2πs3

, s, t > 0 (2.54)

satisfies the equation

∂2f

∂t2
= 2

∂f

∂s
, s, t > 0. (2.55)

In view of (2.55) we have that

∂2q

∂t2
=

∫ ∞

0

p(r, s)
∂2

∂t2
f(s, t)ds = 2

∫ ∞

0

p(r, s)
∂

∂s
f(s, t)ds

=2p(r, s)f(s, t)

∣∣∣∣∣
s=∞

s=0

− 2
∫ ∞

0

∂

∂s
p(r, s)f(s, t)ds

=−
(

∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q.

Remark 2.9. For γ = 1 the Bessel process coincides with the reflected Brown-
ian motion so that R1(Tt), t > 0 is a reflected Brownian motion stopped at the
random time Tt and therefore becomes a folded Cauchy process. It is easy to
prove that the Cauchy density

q(r, t) =
t

π(t2 + r2)
, r, t > 0 (2.56)

solves the Laplace equation and this agrees with (2.53).
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By inverting the role of the Bessel process and of the first-passage time we
obtain a new process somehow related to Rγ(Tt), t > 0 which we denote by

TRγ(t) = inf{s : B(s) = Rγ(t)} (2.57)

where TRγ(t), t > 0 is the first instant where a Brownian motion B first attains
the level Rγ(t), t > 0 (and Rγ is independent from B). The probability law of
(2.57) becomes

Pr
{
TRγ(t) ∈ dx

}
/dx =

∫ ∞

0

se−
s2
2x

√
2πx3

2
sγ−1e−

s2
2t

(2t)
γ
2 Γ

(
γ
2

)ds (2.58)

=
2

2
γ+1
2 t

γ
2 Γ

(
γ
2

)√
πx

3
2

∫ ∞

0

sγe−
s2
2 ( 1

x + 1
t )ds

=
√

tx
γ
2−1

√
π(x + t)

γ+1
2

Γ
(

γ+1
2

)
Γ

(
γ
2

) , x, t > 0, γ > 0.

It can be checked that the distribution (2.58) integrates to unity.

Remark 2.10. It can be easily checked that the following relationship holds√
TRγ(t2)

i.d.= Rγ(Tt), t > 0. (2.59)

From (2.59) one can also infer that

TRγ(t)
i.d.=

(
Rγ(T√t)

)2
, t > 0. (2.60)

In particular, for γ = 1 the result (2.60) says that

TR1(t)
i.d.=

(
B(T√t)

)2 i.d.=
(
C(
√

t)
)2

, t > 0. (2.61)

Remark 2.11. We note that the probability density (2.58) for γ = 1, t = 1
coincides with the ratio of two independent first-passage times through level 1
of two independent Brownian motions. In other words we have that

Pr
{
TR1(1) ∈ dw

}
= Pr

{
W1/2 ∈ dw

}
=

1
π

w−
1
2

w + 1
dw, w > 0 (2.62)

where W1/2 = T 1
1/2/T 2

1/2 and T 1
1/2, T 2

1/2 are the first-passage times of B1 and
B2 through level 1 and are stable r.v.’s of order 1/2.

Remark 2.12. The last statement is a special case of the following result. For
stable positive, independent r.v.’s T 1

ν , T 2
ν with Laplace transform

Ee−λTν = e−λν

, λ > 0, 0 < ν < 1 (2.63)

the ratio T 1
ν /T 2

ν
i.d.= Wν where

Pr {Wν ∈ dw} /dw =
sinπν

π

wν−1

1 + w2ν + 2wν cos πν
, w > 0 (2.64)

(see e.g. [5], [12]). We provide a simple and self-contained proof of this result
based on Mellin transforms. Let us consider two independent, positively skewed
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stable r.v.’s Y1, Y2 of degree ν > 0 with Laplace transform (2.63). The density
function g of the ratio Y1/Y2 reads

g(w) =
∫ ∞

0

xf(x)f(xw)dx, w ≥ 0 (2.65)

where f is the density of Y1 and Y2. The Mellin transform of (2.65) becomes

(Mg)(η) =
∫ ∞

0

wη−1g(w)dw =
∫ ∞

0

wη−1

{∫ ∞

0

xf(x)f(xw)dx

}
dw

=(Mg)(η) (Mg)(2− η), 0 < <{η} < 1. (2.66)

In order to write f we resort to the Fourier transform (see e.g. [19]) and write

f(x) =
1
2π

∫ ∞

−∞
exp

{
−iβx− |β|ν cos

πν

2

(
1− isgn(β) tan

πν

2

)}
dβ. (2.67)

This is because

EeiβY = [by (2.63)] = exp {−(−iβ)ν} = exp
{
−|β|νe−i πν

2 sgn(β)
}

=exp
{
−|β|ν cos

πν

2

(
1− isgn(β) tan

πν

2

)}
. (2.68)

We now evaluate

(Mf)(η) =
∫ ∞

0

xη−1

{
1
2π

∫ ∞

−∞
exp

{
−iβx− |β|νe−i πν

2 sgn(β)
}

dβ

}
dx

=
Γ(η)
2π

{∫ ∞

−∞
|β|−η exp

{
−i

πη

2
sgn(β)− |β|νe−i πν

2 sgn(β)
}

dβ

}
=

Γ(η)
2π

{∫ ∞

0

β−η exp
{
−i

πη

2
− βνe−i πν

2

}
dβ

+
∫ ∞

0

β−η exp
{

i
πη

2
− βνei πν

2

}
dβ

}
.

Since ∫ ∞

0

β−η exp
{
−i

πη

2
− βνe−i πν

2

}
dβ +

∫ ∞

0

β−η exp
{

i
πη

2
− βνei πν

2

}
dβ

= e−i πη
2

∫ ∞

0

β−η exp
{
−βνe−i πν

2
}

dβ + ei πη
2

∫ ∞

0

β−η exp
{
−βνei πν

2
}

dβ

=
e−i πη

2

ν

∫ ∞

0

z
1−η

ν −1e−ze−i ηπ
2 +i π

2 dz +
ei πη

2

ν

∫ ∞

0

z
1−η

ν −1e−zei ηπ
2 −i π

2 dz

=
1
ν

e−iπη+i π
2 Γ

(
1− η

ν

)
+

1
ν

eiπη−i π
2 Γ

(
1− η

ν

)
=

2
ν

cos
(
πη − π

2

)
Γ

(
1− η

ν

)
=

2
ν

sin (πη) Γ
(

1− η

ν

)
we have

(Mf)(η) =
Γ(η)
πν

sin (πη) Γ
(

1− η

ν

)
, 0 < <{η} < 1. (2.69)
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Analogously

(Mf)(2− η) =
Γ(2− η)

πν
sin (2π − πη) Γ

(
η − 1

ν

)
(2.70)

=− Γ(2− η)
πν

sin (πη) Γ
(

η − 1
ν

)
=

Γ(1− η)
π

sin (πη) Γ
(

η − 1
ν

+ 1
)

and thus the Mellin transform of g becomes

(Mg)(η) =
Γ(η)Γ(1− η)

π2ν
Γ

(
1− η

ν

)
sin2 (πη) Γ

(
η − 1

ν
+ 1

)
(2.71)

and in light of Γ(x)Γ(1− x) = π/ sinπx we obtain

(Mg)(η) =
1
πν

Γ
(

1− η

ν

)
Γ

(
1− 1− η

ν

)
sin (πη) =

sin (πη)
ν sin

(
π 1−η

ν

) . (2.72)

Let us take the density

h(x) =
x sinπν

π(x2 + 1 + 2x cos νπ)
, x ≥ 0, 0 < ν < 1 (2.73)

and evaluate its Mellin transform

(Mh)(η) =
sinπν

π

∫ ∞

0

xη dx

x2 + 1 + 2x cos νπ
. (2.74)

We have that∫ ∞

0

xη−1h(x)dx

=
sinπν

π

∫ ∞

0

xη

(x + e−iπν)(x + eiπν)

=
1

2πi

∫ ∞

0

xη

[
1

(x + e−iπν)
− 1

(x + eiπν)

]
dx

=
1

2πi

∫ ∞

0

xη

[∫ ∞

0

e−u(x+e−iπν)du−
∫ ∞

0

e−u(x+eiπν)du

]
dx

=
Γ(η + 1)

2πi

[∫ ∞

0

exp
{
−ue−iπν

} du

uη+1
−

∫ ∞

0

exp
{
−ueiπν

} du

uη+1

]
=

Γ(η + 1)Γ(−η)
2πi

[
e−iπνη − eiπνη

]
=− Γ(η + 1)Γ(−η)

π
sinπνη = − sinπνη

sin−ηπ
=

sinπνη

sin ηπ
.

Furthermore∫ ∞

0

xη−1 xν−1 sinπν

π(x2ν + 1 + 2xν cos πν)
dx, <{η} > 1− ν

=
∫ ∞

0

xη−2h(xν)dx =
1
ν

∫ ∞

0

y
η−1

ν −1h(y)dy =
1
ν

sinπη − π

sin η−1
ν π

=
1
ν

sinπη

sin 1−η
ν π

.

where the change of variable has been introduced in the first step.
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Remark 2.13. A relationship between Mittag-Leffler functions and the distri-
bution appearing in (2.64) exists and reads

∫ ∞

0

e−λ
1
ν tx xν−1 sinπν

π(x2ν + 1 + 2xν cos πν)
dx = E1,ν(−λtν) (2.75)

with λ > 0, 0 < ν < 1.

We now consider the composition Z(t) = C(Sν(t)), t > 0 where C is a
Cauchy process independent from the stable law Sν with Laplace transform

Ee−λSν(t) = e−tλν

, λ > 0, 0 < ν < 1, t > 0. (2.76)

We remark that for ν = 1/2, (2.76) gives Ee−λS1/2(t) = e−t
√

λ which represents
the Laplace transform of the first-passage time of Brownian motion for level
t/
√

2, t > 0. The probability distribution of Z(t), t > 0 reads

Pr{Z(t) ∈ dz}/dz =
∫ ∞

0

t

π(t2 + s2)
pν(s, t)ds

=
1
2π

∫ +∞

−∞
e−iβx−t|β|

∫ ∞

0

pν(s, t)ds dβ (2.77)

where pν(s, t), s ≥ 0, t > 0 is the law corresponding to (2.76). Therefore, in
view of (2.76) we have that

Pr{Z(t) ∈ dz}/dz =
1
2π

∫ ∞

−∞
e−iβx−t|β|ν dβ, x ∈ R, t > 0. (2.78)

3 Some generalized compositions

We somehow generalize the previous results by considering the twice iterated
Brownian first-passage time. By

IT (t) = T 1
T 2

t
= inf{s1 : B1(s1) = inf{s2 : B2(s2) = t}}, t > 0 (3.1)

we mean a process which represents the first instant T 1 where a Brownian
motion B1 hits the level T 2

t and T 2
t represents the first instant where a Brownian

motion B2 (independent of B1) hits level t. Clearly the probability density of
the process (3.1) reads

Pr{IT (t) ∈ dx}/dx =
∫ ∞

0

se−
s2
2x

√
2πx3

te−
t2
2s

√
2πs3

ds. (3.2)

For the n-stage iterated Brownian first-passage time we have

In
T (t) = T 1

In−1
t

, t > 0 (3.3)

and the corresponding law becomes

fn(t, x) =Pr{In
Tt
∈ dx}/dx (3.4)
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=
∫ ∞

0

. . .

∫ ∞

0

s1e
− s21

2x

√
2πx3

s2e
− s22

2s1√
2πs3

1

. . .
te
− t2

2sn−1√
2πs3

n−1

ds1 . . . dsn−1

For the n-times iterated Brownian first-passage time

In
T (t) = inf{s1 : B1(s1) = inf{s2 : B2(s2) = . . . = inf{sn : B(sn) = t}}} (3.5)

we have the following theorem.

Theorem 3.1. The distribution (3.4) of the process In
T (t), t > 0 satisfies the

following p.d.e.

∂2n

∂t2n fn(t, x) = 22n−1 ∂

∂x
fn(t, x) (3.6)

and possesses Laplace transform∫ ∞

0

e−λxfn(t, x)dx = exp
{
−tλ

1
2n 21− 1

2n

}
. (3.7)

Proof. In view of (2.55), by successive integrations by parts we have that

∂2n

q

∂t2n fn(t, x) = (3.8)

∫ ∞

0

. . .

∫ ∞

0

s1e
− s21

2x

√
2πx3

s2e
− s22

2s1√
2πs3

1

. . .
∂2n

∂t2n

te
− t2

2sn−1√
2πs3

n−1

ds1 . . . dsn−1 =

∫ ∞

0

. . .

∫ ∞

0

s1e
− s21

2x

√
2πx3

s2e
− s22

2s1√
2πs3

1

. . . 2n−1 ∂2n−1

∂s2n−1

n−1

te
− t2

2sn−1√
2πs3

n−1

ds1 . . . dsn−1 =

22n−1 ∂

∂x
fn(t, x)

The Laplace transform of (3.4) has a very nice structure and reads∫ ∞

0

e−λxfn(t, x)dx = (3.9)

∫ ∞

0

e−λx

∫ ∞

0

. . .

∫ ∞

0

s1e
− s21

2x

√
2πx3

. . .
te
− t2

2sn−1√
2πs3

n−1

ds1 . . . dsn−1dx =

∫ ∞

0

. . .

∫ ∞

0

e−s1
√

2λ s2e
− s22

2s1√
2πs3

1

. . .
te
− t2

2sn−1√
2πs3

n−1

ds1 . . . dsn−1 =

e−t

q
2
√

...
√

2λ = exp
{
−tλ

1
2n 21− 1

2n

}
, t > 0 µ > 0.

If we take the Laplace transform of equation (3.8) we get that

∂2n

∂t2n L(t, λ) = 22n−1µL(t, λ). (3.10)

It is straightforward to realize that (3.9) satisfies equation (3.10).
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The 2n initial conditions pertaining to (3.6) are given in the following form∫ ∞

0

e−λx dk

dtk
fn(t, x)

∣∣∣
t=0

dx =
(
−λ

1
2n 21− 1

2n

)k

. (3.11)

Remark 3.1. If we consider the generalization of (2.40), that is

Rγ(In
T (t)), t > 0

the corresponding probability law satisfies the 2n-th order equation

∂2n

q

∂t2n =
22n−1

2

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
q, r > 0, t > 0. (3.12)

Remark 3.2. The following shows that between the iterated first-passage time
IT and the iterated Brownian motion there is a strict connection. Indeed the
distribution (3.2) can be written as

Pr{IT (t) ∈ dx}/dx =
∫ ∞

0

se−
s2
2x

√
2πx3

te−
t2
2s

√
2πs3

ds =
t

x

∫ ∞

0

e−
s2
2x

√
2πx

e−
t2
2s

√
2πs

ds

=
t

x
Pr{B2(|B1(x)|) ∈ dt}/dt, x > 0, t > 0.

We now consider some subordinated processes involving the first-passage
time of a Brownian motion with drift µ, say Tµ

t , t > 0. To make this topic
as self-contained as possible we present a derivation of the distribution of Tµ

t ,
t > 0.

Lemma 3.1. The maximal distribution of a Brownian motion with drift µ reads

Pr

{
max
0≤s≤t

Bµ(s) > β

}
=Pr

{
Tµ

β ≤ t
}

, β > 0, t > 0 (3.13)

=e2µβ

∫ ∞

β+µt√
t

e−
w2
2

√
2π

dw +
∫ ∞

β−µt√
t

e−
w2
2

√
2π

dw.

Proof. For β > α we have that

Pr

{
max
0≤s≤t

Bµ(s) > β, Bµ(t) ≤ α

}
=Pr

{
Tµ

β ≤ t, Bµ(t) ≤ α
}

(3.14)

=E
{

I[T µ
β ≤t] Pr

{
Bµ(t) ≤ α

∣∣∣Bµ(Tµ
β )

}}
.

Furthermore,

Pr
{

Bµ(t) ≤ α
∣∣∣ Bµ(Tµ

β )
}

(3.15)

=
∫ α

−∞

dw√
2π(t− Tµ

β )
exp

{
−

(w − β − µ(t− Tµ
β ))2

2(t− Tµ
β )

}

=
∫ α

−∞

dw e2µ(w−β)√
2π(t− Tµ

β )
exp

{
−

(w − β + µ(t− Tµ
β ))2

2(t− Tµ
β )

}
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= [2β − w = y] =
∫ ∞

2β−α

dy e2µ(β−y)√
2π(t− Tµ

β )
exp

{
−

(β − y + µ(t− Tµ
β ))2

2(t− Tµ
β )

}

=E
{

e2µ(β−Bµ(t))I[Bµ(t)>2β−α]

∣∣∣Bµ(Tµ
β )

}
.

Thus by inserting (3.15) into (3.14) we get that

Pr

{
max
0≤s≤t

Bµ(s) > β, Bµ(t) ≤ α

}
=

E
{

I[T µ
β ≤t] E

{
e2µ(β−Bµ(t))I[Bµ(t)>2β−α]

∣∣∣Bµ(Tµ
β )

}}
=

E
{

22µ(β−Bµ(t))IT µ
β ≤tI[Bµ(t)>2β−α]

}
= E

{
e2µ(β−Bµ(t))I[Bµ(t)>2β−α]

}
.

In the light of the calculation above we can write that

Pr

{
max
0≤s≤t

Bµ(s) > β

}
=

Pr

{
max
0≤s≤t

Bµ(s) > β, Bµ(t) ≤ β

}
+ Pr {Bµ(t) > β} =

E
{

e2µ(β−Bµ(t))I[Bµ(t)>β]

}
+ Pr {Bµ(t) > β} =

e2µβ

∫ ∞

β

e−
(w+µt)2

2t

√
2πt

dw +
∫ ∞

β

e−
(w−µt)2

2t

√
2πt

=

e2µβ

∫ ∞

β+µt√
t

e−
w2
2

√
2π

dw +
∫ ∞

β−µt√
t

e−
w2
2

√
2π

dw = Pr
{

Tµ
β ≤ t

}
.

This concludes the proof.

We list here some consequences of Lemma 3.1 :

i) the density of Tµ
β reads

q(β, t) = Pr
{

Tµ
β ∈ dt

}
/dt = β

e−
(β−µt)2

2t

√
2πt3

, β > 0, t > 0 (3.16)

ii) the density q(β, t) satisfies equation

∂2q

∂β2
− 2µ

∂q

∂β
= 2

∂q

∂t
, β > 0, t > 0 (3.17)

iii) the following relations hold∫ ∞

0

t Pr{Tµ
β ∈ dt} = β eβµ e−β|µ|

|µ|
=

{
β
|µ|e

−2β|µ|, µ < 0
β
µ , µ > 0

(3.18)

∫ ∞

0

tηP{Tµ
β ∈ dt} =

√
2β eµβ

√
π

(
t

|µ|

)η−1/2

Kη−1/2 (|µ|β) , (3.19)∫ ∞

0

e−λtPr{Tµ
β ∈ dt} = eβµe−β

√
2λ+µ2

(3.20)

for β > 0, µ ∈ R, η > 1
2 , λ > 0.
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We now present the distribution of Rγ(Tµ
t ), t > 0 which generalizes the result

(2.40).

Theorem 3.2. The distribution of Rγ(Tµ
t ), t > 0 has the following form

qµ(r, t) =Pr {Rγ(Tµ
t ) ∈ dr} /dr

=
4t etµrγ−1

2
γ
2 Γ

(
γ
2

)√
2π

(
µ2

r2 + t2

) γ+1
4

K γ+1
2

(
|µ|

√
r2 + t2

)
(3.21)

with r > 0, t > 0, µ ∈ R.

Proof.

qµ(r, t) =
∫ ∞

0

2 rγ−1e−
r2
2s

(2s)
γ
2 Γ

(
γ
2

)Pr{Tµ
t ∈ ds} (3.22)

=
2t etµrγ−1

2
γ
2 Γ

(
γ
2

)√
2π

∫ ∞

0

s−
γ+1
2 −1e−

r2+t2
2s − sµ2

2 ds

=
4t etµrγ−1

2
γ
2 Γ

(
γ
2

)√
2π

(
µ2

r2 + t2

) γ+1
4

K γ+1
2

(
|µ|

√
r2 + t2

)
. (3.23)

Result (3.21) emerges on applying formula (1.14).

Remark 3.3. By applying the asymptotic formula for the Modified Bessel
function Kν

Kν(x) ≈ 2ν−1Γ(ν)
xν

, for x → 0+ (3.24)

(see p 136 [14] or p. 929 [9]) we have that

q0(r, t) =
4

2
γ
2 Γ

(
γ
2

)√
2π

t rγ−1

(r2 + t2)
γ+1
4

2
γ+1
2 Γ

(
γ+1

2

)
(r2 + t2)

γ+1
4

=
2

Γ
(

γ
2

)√
π

t rγ−1

(r2 + t2)
γ+1
2

Γ
(

γ + 1
2

)
, r, t > 0.

The equation governing the distribution qµ(r, t) is given in the next theorem.

Theorem 3.3. The distribution (3.22) solves the following p.d.e.(
2µ

∂

∂t
− ∂2

∂t2

)
qµ =

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
qµ, r, t > 0, µ ≥ 0. (3.25)

Proof. We apply the derivatives ∂2

∂t2 − 2µ ∂
∂t to distribution

qµ(r, t) =
∫ ∞

0

p(r, s)pµ(s, t)ds, r ≥ 0, t > 0, µ ≥ 0. (3.26)

We readily have that (in light of (3.17))(
∂2

∂t2
− 2µ

∂

∂t

)
qµ(r, t) =

∫ ∞

0

p(r, s)2
∂

∂s
pµ(s, t)ds

=− 2
∫ ∞

0

∂p

∂s
(r, s)pµ(s, t)ds = [(3.17)] = −

(
∂2

∂r2
− (γ − 1)

∂

∂r

1
r

)
qµ(r, t).

For µ = 0 in (3.25) one retrieves equation (2.53).
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4 Compositions of hyperbolic Brownian motions
on the Poincaré half-space

We consider the classical model of hyperbolic space represented by the Poincaré
half-space H+

2 = {x, y : y > 0} with the metric

ds2 =
dx2 + dy2

y2
. (4.1)

The hyperbolic Brownian motion on H+
2 is the diffusion process with generator

H defined as

H2 =
y2

2

{
∂2

∂x2
+

∂2

∂y2

}
(4.2)

and its transition function is the solution to the Cauchy problem{
∂u
∂t = H2u, x ∈ R, y > 0
u(x, y, 0) = δ(y − 1)δ(x).

(4.3)

It is convenient to study the hyperbolic Brownian motion in terms of hyperbolic
coordinates (η, α) where η is the hyperbolic distance of (x, y) from the origin
(0, 1) of H+

2 . In explicit terms (η, α) and (x, y) are related by

cosh η =
x2 + y2 + 1

2y
. (4.4)

Furthermore, α is connected with (x, y) by

tanα =
x2 + y2 − 1

2x
. (4.5)

We note that the formulas transforming (x, y) into (η, α) are{
x = sinh η cos α

cos η−sinh η sin α , η > 0
y = 1

cosh η−sinh η sin α , −π
2 < α < π

2

(4.6)

Some details on these formulas can be found in [17], [4]. The Cauchy problem
(4.3) can be converted into hyperbolic coordinates as follows

∂u

∂t
=

1
2

[
1

sinh η

∂

∂η

(
sinh η

∂

∂η

)
u +

1
sinh2 η

∂2u

∂α2

]
, η > 0, t > 0 (4.7)

subject to the initial condition

u(η, α, 0) = δ(η) for all α ∈ [0, 2π).

If we concentrate on the distribution of the hyperbolic distance of the Brownian
motion particle from the origin we disregard the dependence in (4.7) from α
and study{

∂u
∂t = 1

2
1

sinh η
∂
∂η

(
sinh η ∂

∂η

)
u

u(η, 0) = δ(η).
(4.8)
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It is well-known that the solution to (4.8) has the following form

q(η, t) =
e−

t
8

√
πt3

∫ ∞

η

ϕ e−
ϕ2

2t

√
coshϕ− cosh η

dϕ, η > 0, t > 0. (4.9)

If we pass from problem (4.8) to{
∂u
∂t = 1

sinh η
∂
∂η

(
sinh η ∂

∂η

)
u

u(η, 0) = δ(η)
(4.10)

(by means of the change of variable t′ = t/2) we obtain a somewhat different
distribution which reads

q(η, t′) =
e−

t′
4√

π(2t)3

∫ ∞

η

ϕ e−
ϕ2

4t′

√
coshϕ− cosh η

dϕ, η > 0, t > 0 (4.11)

In the first paper [8] (and also in the subsequent literature) the factor 1/2 does
not appear and the heat kernel is (4.11) (up to some constants). Of course the
probability density p2(η, t) is given by

p2(η, t) = sinh η q(η, t), η > 0, t > 0. (4.12)

A detailed derivation of (4.9) and (4.11) is given in [13].
We note that the probability distribution (4.12)

p2(η, t) =
sinh η e−

t
8

√
πt3

∫ ∞

η

ϕ e−
ϕ2

2t

√
coshϕ− cosh η

dϕ, η > 0, t > 0 (4.13)

solves the adjoint equation

∂p2

∂t
=

1
2

{
∂2p2

∂η2
− ∂

∂η
(coth η p2)

}
, η > 0, t > 0 (4.14)

For the distribution (4.13) further characterizations are possible. Indeed, we
can rewrite p2(η, t) as follows

p2(η, t) =
√

2e−
t
8 E

{
I[Tt>η]

sinh η√
coshTt − cosh η

}
, η > 0, t > 0 (4.15)

where the mean is taken with respect to the distribution of Tt, t > 0, which is
the first-passage time of standard Brownian motion. Moreover,

p2(η, t) =
e−

t
8

√
2πt3

E

{
I[R2(t)>η]

sinh η√
coshR2(t)− cosh η

}
, η > 0, t > 0 (4.16)

where R2(t), t > 0 is the 2-dimensional Bessel process described above and the
mean-value is taken with respect to the distribution of Bessel process R2.
We give now an alternative form of p2(η, t) in terms of the Euclidean distance.
Indeed, the distribution of Bhp(t), t > 0 in H+

2 can be written as

p2(η, t) =− 2
e−

t
8

√
πt

d

dη

∫ ∞

η

ϕ e−
ϕ2

2t

t

√
coshϕ− cosh η dϕ (4.17)
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=− 2
e−

t
8

√
πt

d

dη
E

{
I[R2(t)>η]

√
coshR2(t)− cosh η

}
, η > 0, t > 0.

If we take an Euclidean right triangle with one cathetus of length
√

cosh η and
hypotenuse

√
coshϕ, then

√
coshϕ− cosh η represents the length of the sec-

ond cathetus. Therefore the integrals above represent the length of the second
cathetus weighted by means of the probability distribution of the Bessel pro-
cess in the plane. Thus, the formula (4.17) hightlights the relation between the
distribution of the hyperbolic distance in H+

2 and the corresponding Euclidean
distance in R2. We can recognize the additional factor of (4.17) as a gamma
distribution with parameters 1/2, 1/8.

We now examine the hyperbolic Brownian motion Bhp(t), t > 0 stopped at
the first-passage time Tt, t > 0 of an independent standard Brownian motion B
defined as Tt = inf{s : B(s) = t}. In other words we study the process

J2(t) = Bhp
2 (Tt), t > 0 (4.18)

with distribution

pJ2(η, t) =
∫ ∞

0

p2(η, s)
t e−

t2
2s

√
2πs3

ds, η > 0, t > 0 (4.19)

=t sinh η

∫ ∞

0

∫ ∞

η

ϕ e−
ϕ2+t2

2s

√
coshϕ− cosh η

e−
s
8

s3
√

2π
dsdϕ

=
t sinh η√

23π

∫ ∞

η

ϕ dϕ√
coshϕ− cosh η

1
(ϕ2 + t2)

K2

(
1
2

√
ϕ2 + t2

)
where we have used formula (1.14). The functions Kν are related by the follow-
ing recursive formulas

Kν+1(x) = Kν−1(x) + 2
ν

x
Kν(x) (4.20)

and thus

K2(x) = K0(x) +
2
x

K1(x). (4.21)

The function Kν is the so-called Modified Bessel function of the second order.
In analogy with the representation (4.17) we can give the following expression
for the distribution of hyperbolic Brownian motion stopped at Tt, t > 0

pJ2(η, t) = − 1√
23

d

dη
E

{
C(t)

√
coshCt − cosh η K2

(
1
2

√
(C(t))2 + t2

)
I[C(t)>η]

}
with η > 0, t > 0, where C(t), t > 0 is a Cauchy process. For the distribution
(4.19) we can state the following result.

Theorem 4.1. The process (4.18) has distribution (4.19), say pJ2 = pJ2(η, t)
which solves the following Cauchy problem

− ∂2

∂t2
pJ2 =

(
∂2

∂η2
− ∂

∂η

1
tanh η

)
pJ2 , q(η, 0) = δ(η), η, t > 0. (4.22)
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Proof. The distribution of (4.18) can be written as

pJ2(η, t) =
∫ ∞

0

p2(η)g(s, t)ds

where g(s, t) is the distribution of Tt, t > 0. In view of (4.14) we have therefore
that

− ∂2

∂t2
pJ2 =−

∫ ∞

0

p2(η, s)2
∂

∂s
g(s, t)ds

=2
∫ ∞

0

g(s, t)
∂

∂s
p2(η, s)ds =

∂2

∂η2
pJ2 −

∂

∂η

(
1

tanh η
pJ2

)

The hyperbolic Brownian motion on H+
3 = {x, y, z; z > 0} is the diffusion

with generator

H3 = z2

{
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

}
− z

∂

∂z
. (4.23)

The distribution of the hyperbolic distance of Brownian motion in H+
3 possesses

the form

p3(η, t) =k3(η, t) sinh2 η =
sinh η e−t

2
√

πt3
η e−

η2

4t , η > 0, t > 0. (4.24)

where k3(η, t) is the heat kernel. The kernel

k3(η, t) =
e−t

2
√

πt3
η e−

η2

4t

sinh η
, η > 0, t > 0 (4.25)

is the solution to{
∂u
∂t = 1

sinh2 η
∂
∂η

(
sinh2 η ∂

∂η

)
u

u(η, 0) = δ(η).
(4.26)

By means of the transformation t = t′/2 equation (4.26) is converted into

∂u

∂t
=

1
2

1
sinh2 η

∂

∂η

(
sinh2 η

∂

∂η

)
u (4.27)

and formula (4.24) takes the form

p3(η, t) =2
sinh ηe−

t
2

√
2πt3

ηe−
η2

2t =
sinh η

η
e−t/2q3(η, t), η > 0, t > 0. (4.28)

The law q3(η, t) is the distribution of the 3-dimensional Bessel process or the
Euclidean distance on R3. Alternative form for the distribution p3(η, t) involve
the first-passage time of a standard Brownian motion

p3(η, t) =2 sinh ηe−
t
2 Pr{Tη ∈ dt}/dt = 2

sinh η

eη
Pr{T 1

η ∈ dt}/dt (4.29)
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where Tη = inf{s : B(s) = η}, T 1
η = inf{s : B1(s) = η} with B1 denoting

a Brownian motion with drift equal to 1 and B a Brownian motion without
drift. It is well-known that the probability law q3(η, t) appearing in (4.28) can
be expressed in terms of distribution of one dimensional standard Brownian
motion B(t), t > 0 since

q3(η, t)dη = 2Pr{max
s

B(s) ∈ dη} − Pr{B(t) ∈ dη}, η > 0, t > 0. (4.30)

From (4.28) we can obtain that

E

{
sinhR3(t)

R3(t)

}
= e

t
2 , t > 0 (4.31)

because on integrating w.r.t. η both members of (4.28) we obtain

1 =
∫ ∞

0

p3(η, t)dη = e−
t
2

∫ ∞

0

sinh η

η
q3(η, t)dη (4.32)

where q3(η, t) is the distribution of R3(t), t > 0 which is 3-dimensional Bessel
process. Moreover, distribution (4.24) solves the p.d.e.

∂p3

∂t
=

∂2p3

∂η2
− 2

∂

∂η

(
1

tanh ηη
p3

)
(4.33)

which is the adjoint of the operator appearing in (4.26).

The process J3(t), t > 0 obtained by composing the 3-dimensional hyperbolic
Brownian motion Bhp

3 (t), t > 0 with Tt = inf{s : B(s) = t} with B independent
from Bhp

3 , has a probability law equal to

pJ3(η, t) =
∫ ∞

0

p3(η, s)
t e−

t2
2s

√
2πs3

ds = η sinh η

∫ ∞

0

e−t e−
η2

4s

2
√

πs
3
2

t e−
t2
2s

√
2πs3

ds

=
2
√

2
π

η t sinh η

(η2 + 2t2)
K2

(√
η2 + 2t2

)
, η > 0, t > 0. (4.34)

For the governing equation of (4.34) we present the following result.

Theorem 4.2. The distribution of J3(t), t > 0, say pJ3 = pJ3(η, t), solves

− ∂2

∂t2
pJ3 =

(
∂2

∂η2
− 2

∂

∂η

1
tanh η

)
pJ3 , η, t > 0 (4.35)

subject to the initial condition

pJ3(η, 0) = δ(η). (4.36)

Proof. Distribution (4.34) can be written as

pJ3(η, t) =
∫ ∞

0

p3(η)g(s, t)ds

where g(s, t) is the distribution of Tt, t > 0. We have

− ∂2

∂t2
pJ3 =−

∫ ∞

0

p3(η, s)2
∂

∂s
g(s, t)ds

=2
∫ ∞

0

g(s, t)
∂

∂s
p3(η, s)ds =

(
∂2

∂η2
− 2

∂

∂η

1
tanh η

)
pJ3
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