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Abstract

The combinatorial identity

XT: 2k +m)\ (2r — 2k +m 1 1 [(2r+2m+1
P k+m r—k+m Jk+m+1 m+1\r+2m+1)’

for m = 0,1, ..., emerging in the study of random flights in the space R* is examined.

A probabilistic interpretation of this formula based on the first-passage time and
the time of first return to zero of symmetric random walks is given. A combinatorial
proof of this result is also provided. A detailed analysis of the first-passage time dis-
tribution is presented together with its fractional counterpart.

Keywords: Bessel functions, first passage times, maximal distributions, first returns
to the origin, Random flights, Stirling’s formula.

1 Introduction

In the study of random flights in R* (see De Gregorio and Orsingher (2005)) a crucial role
is played by the following property of Bessel functions

[y = () 2 aso ()

valid for Re p > 0,Re v > 0. For the evaluation of the integral (1.1) the following
relationship is needed

Zk!(T_F(2k+u)F(2(r—k)+u) _(1 1) T(2r + pu+ v) L9
k=0

KC(k4+pu+ ) —k+v+1) \p v)rTr+p+rv+1)
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From (1.2) a further identity involving Beta functions can easily be inferred, namely
that

i<r>{3(2k+u,2(rk)+w 1 BE(r—k)+p2k+v) 1 }

= \k Bk+pr—k+v) k+pu Bir—k+uk+v) k+v
1 1
- -4 1.3
L + v’ (1.3)
where B(r,s) = 01 2" N1 - 2)5 " lda.
For the special case p = v formula (1.3) yields the unexpected result
" (r\ B2k + p,2(r — k) +p) p
> =1. (1.4)
— k) Bk+upr—k+p k+p

This suggests that for the special case 4 = v = 1, the following discrete probability
distribution can be extracted from (1.4)

. (r\BRE+1,2(r—k)+1) 1 (15)
% = \&) Blh+iL,r—k+1) k+1 '

_ (%) 1 ()
k)k+1 (27"7":‘11)
2k\ (2r—2k
= () (=) rtl k=0,1,..,r
)y (k+1)(2r+1) T

We shall show below that this distribution has an interesting interpretation and is
connected with a sort of discrete Darling-Siegert relationship (first appeared in Darling
and Siegert (1953) for diffusion processes) for the symmetric random walk generated by
coin flips.

Formula (1.1) can be found in Gradshteyn-Ryzhik (1980) (formula 6.533.2, page 678)
and also in Watson (1922) (page 380, formula 5) where the proof is sketched and the result
is attributed to Bateman. Therefore the related formula (1.2) appears as a by-product of
Bateman'’s result (1.1) (also proved by Kapteyn).

For some integer values of u and v we are able to show by means of combinatorial
arguments that (1.2) holds.

Formula (1.2) is strictly related to the distribution of the first return to the origin (and
also to the first passage time) of the symmetric random walk with steps with values +1.

Formula (1.2) for y = v = 1 yields
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The crucial point is that the following identity
"2k [2r — 2K\ 1 2r + 1
> T = () (1.7)
— k r—k Jk+1 r+1

holds. It will be shown below by means of combinatorial arguments completely indepen-
dent of the previous results.

If X}, is the symmetric two-valued r.v. (with values +1) connected with successive coin
flips, then, for Sy = Z?Zl Xj,k=1,2,..., the first return to zero is defined as

T = inf{k > 0, 5}, = 0}. (1.8)

It is well-known (see Fristedt and Gray (1997) page 180) that

n—1) 1 1
n— ——+ for n odd
P{T=n+1}= (g o . (1.9)
0 for n even
In particular, if n = 2k + 1, the distribution (1.9) takes the following form
2k 1 1
P{T =2k +2} = — . k=1,2,... 1.1
=2+ = (V) e F-12 (1.10)

This offers the possibility of the following probabilistic interpretation of the identity
(1.7)

iP{T =2k + Q}P{SQT,Qk = 0} = P{SQH_Q = 0}. (1.11)
k=0

Formula (1.11) is a sort of discrete version of the Darling-Siegert relationship. It can
be obtained from (1.7) by dividing both members by 2%% and then by considering (1.10)
and the binomial structure of the random walk S, k > 1.

We can also note that (1.5) can be interpreted as the following conditional probability

q,’; = P{T =2k + 2,899 = O‘SQT+2 = 0}. (1.12)

Formula (1.7) is a special case of the ensemble of combinatorial identities (which also
can be obtained from (1.2) for v = y = m + 1) and which read

"\ 2k +m)\ [2r — 2k +m 1 1 [2r+2m+1
> = ,m=0,1,... (1.13)
= \k+m r—k+m Jk+m+1 m+1\r+2m+1

We are able to prove explicitly (1.13) by induction in some cases, namely for m =
0,1,2,3. In the general case our technique fails because the structure of the decompositions
involved seem to escape to a general rule. Formula (1.13) also suggests a Darling-Siegert
probabilistic interpretation based on the first-passage time

Tni1 = inf{k >0, S, = m +1}, (1.14)

of the random walk generated by coin flips. In this case we have that

Z P{Tm—H =2k+m+ 1}P{Sz7~72k+m = m} = PT{SQT+2m+1 =2m + 1}. (1.15)
k=0



For m = 0, formula (1.15) coincides with (1.11) as one should expect, because P{T} =
2k + 1} = P{T =2k + 2} and P{SQT+1 = 1} = P{S27n+2 = 0}.

Finally a relationship of the form (1.15) can also be rewritten for all real numbers
1 > 1 when random walks subject to space and time translation are envisaged.

We also obtain the following relationship, valid for all integers m > 0 and playing a
certain role in our proofs,

.

~ 2k +m\ (2r — 2k +m + 1 1

Spm = —_— 1.16

o k20<k+m>(r—k+m+l)k+m+l (1.16)
B 2r+2m+2i 2k +m\ (2r — 2k +m 1 2r4+2m+2
 r42m+2 E4+m r—k4+m Jk+m+1  r4+2m+2 """

k=0

An alternative form of formula (1.2) can be given on the basis of the integral (see
Watson, page 150)

/2 70 (p+ v+ 2m + 1)
prvi2m g —v)B)df = a 1.17
/0 o cos((u = v)6) 2T (+ m+ DI(v +m + 1)’ (L17)
as follows
9 w/2 /2 2r 2r g
— / / sin(pf) sin 6 cos” 1 @ sin(v) sin  cos” @COS 5 Ld cos2 dfdy
T Jo 0 cos? ¢ — cos?
/2
= / sin((u + v)0) sin @ cos* T2 1 94, (1.18)
0

which can be obtained after some simple calculations.

2 The first return to the origin and the Darling-Siegert re-
lationship

The distribution of the first return to the origin can be derived by applying the reflection
principle or by counting the number of sample paths not intersecting the zero level up to
the final instant. We here use a more formal approach and derive the distribution (1.10)
with some details.

Our first step consists in deriving the relationship between the distribution of the r.v.
(1.8) and that of the maximum of the random walk S;,j = 1,2,.... In fact, for the r.v.
T =inf{j > 0,S5; = 0} we have that

P{T=n+1} = P{Si#0,...5, #0,5..1 =0} (2.1)
= P{Sl 7& 07 aSn 7& 0} - P{Sl 7& 07"'7Sn+1 7& 0}

= P{ max Sj§0}—P{maXSj§O}.

1<j<n—1 1<j<n

The distribution of the maximum of a symmetric random walk is well-known and reads

P{lrga<x S; > N} =2P{S, >N} —-P{S, =N}, N=-1,0,1,...,n, n > 1. (2.2)
<j<n



Therefore from (2.2) we obtain that

1<j<n
= 1-2P{S, >1}+ P{S, =1}
= P{S, =0} +2P{S, > 1} — 2P{S, > 1} + P{S, = 1}
— P{S, =0} +P{S, =1}.

P{maxsng} = 1—P{maxS]~21} (2.3)
1<j<n

By combining (2.1) and (2.3) we get that
P{T'=n+1} = P{S,_1 =0} + P{S,,—1 =1} — P{S,, =0} — P{S,, = 1}. (2.4)

From (2.4), by means of some calculations we are able to obtain the exact expression
of the distribution of the first return to the origin.
For n = 2k 4+ 1, we have that

P{T =2k +2} = P{Sy =0} — P{Sy1 =1} (2.5)
B 2k\ 1 2k +1 1
T o\k )2k \ k41 ) 2%+t
B 2k 1 1
- k| 92k+1 k4 1’
For n = 2k we have instead that
P{T =2k + 1} = P{Sgk,1 = 1} — P{Sgk = 0} (2.6)

2% -1\ 1 2%\ 1
= Uk e g Jam T

The distribution of the first-passage time through level b can be obtained by applying
the reflection principle and reads

b1
P{Ty=n} = <n”+b>n2n n=bb+1, .., (2.7)
2

where
Tb:inf{k>0;Sk:b}, beN.

A proof of (2.7) can be organized as follows

P{T,=n} = P{1<IJI'1<aT)L(71 S;i<b—-1,8,1=0—-1,X,=1} (2.8)
1
= — = — — . > — — .
5 P{S,—-1=b—-1} P{1§I§1§§—1S] >b,S,-1=b—1}



Now, in view of the symmetry and independence of the steps X we have that
P{ max S;>b,8,_1=b—-1} = P{T, <n—-1,5,_1=b—-1} (2.9)
1<j<n—1
n—1
= Y P{Ty=4,8+ (Sp1— ;) =b—1}
j=1

n—1

= > P{Ty =4, 1—S;=-1}
j=1
n—1

= > P{T, =j}P{Sp1 -5 =1}
j=1
n—1

= Y P{Ty=4,5+Su1 -8 =b+1}
j=1

= P{T,<n—-1,8,_1=b+1}

= P{Snfl =b+ 1},

since (Sp—1 =b+1) C (T, <n —1). By inserting this result into (2.8) we get that
1
P{Tb = n} = 5 [P{Sn_l =b— 1} — P{Sn_l =b+ 1}],

and this yields (2.7).

We note that (T'=mn+ 1) = (T1 = n) because the first step of the random walk leads
either to 1 or to —1 and the first return to zero corresponds to the first passage time
through 1 (or —1) for a random walk emanating from the origin. Therefore, in light of
(2.7) we have for n = 2k + 1 that

P{T =2k + 2}

P{Ty =2k + 1} (2.10)
o (2k+1 1 1
- E+1)2k+122k+1
2k\ 1 1
= - =0,1,....

Remark 2.1 In order to prove that

> /2K 11
;P{T:2k+2}:;(k>mw:1, (2.11)

we need to show that the following identity holds for all 0 < s <1

>, /2k
Estl—\/1—52=kZO(k>

82k+2 1

mw. (2.12)

Thus the function appearing in (2.12) is the probability generating function of the
random time 7" of first return to zero of the symmetric random walk related to coin flips.



Our proof of (2.12) is based on the binomial expansion of ﬁ and reads
G si (‘5) (—s2)k (2.13)
V1—s2 =\ k '
o~ (2k)! ko 2\k
= SZ k!222k(_1) (_5 )
k=0
2L 2k sk
- Z (k) 2k 7’
k=0
because
3y _ D) bk
k k!
1-3---(2k—1) (2k)!
— k _ k
= g = O e

The relationship (2.12) can be obtained from (2.13) by integration in (0, s). For s =1
in (2.12) we then get (2.11). Furthermore

> 2K\ 1 1 2k 1
ET = Z<2k+2)<k>k+12%ﬂzz<k)2% (2.14)
k=0 k=0
d S
ds 5 . 1 — g2 _ o

The mean value of T' diverges because the terms in the series (2.14) decrease as ——

Vrk
while the probabilities in (2.11), for large k, are

1

1
PriT =2k +2} ~ =5,

as the Stirling’s formula readily shows.
In view of all results presented above, the relationship

"L /2N /2r — 2K\ 1 2+ 1
- 2.1
kzzo</~c><r—k>k‘+1 (r+1>’ (2.15)

can be given the following probabilistic interpretation. By multiplying both members of
(2.15) by 22,% we get that

~/2k\ 1 1 (2r—2k\ 1  [2r+1\ 1  [(2r4+2\ 1
Z k) k+1922+1\ ¢k J92r—2k  \ p 1 )02+l \ p 1 )92r+2°
k=0

Therefore we have that
> P{T =2k + 2} P{Spr_o = 0} = P{Szr42 = 0}, (2.16)
k=0

which is a sort of discrete Darling-Siegert relationship for the symmetric random walk (see
Figure 1).



2k+2 2r+2 ]

Figure 1: The sample path depicted above attains the origin for the first time at T' = 2k+42
and then oscillates around zero until the final instant 2r 4 2.

3 Extensions

From (1.2) we can also obtain a generalization of the identity (2.15) and write down the
Darling-Siegert relationship based on the first-passage time of symmetric random walks.

Formula (1.2) for p = v = m+1,m € N gives the following relationship which extends
(2.15)

2 TI'2r+2m+2) 2 (2r+2m+1)! (3.1)
m+1rT(r+2m+3)  m+17l(r+2m+2)! '

: 2k + m)!(2(r — k) + m)!
kzzo El(r — k)

k+m+D)I(r—k+m+1)!

B i 2k +m 1 2r — 2k + m 1

B = E+m/)k+m+1\ r—k+m Jr—k+m+1

B 2 Z 2k +m) (2r — 2k +m 1

B r+2m+2 4\ k+m r—k+m Jk+m+1

Therefore we get from (3.1) the fine combinatorial identity

z’”: 2k +m\ (2r =2k +m 11 [(2r+2m+1 (3.2)
= \k+m r—k+m Jk+m+1 m+1\r+2m+1)° '

valid for all m € N.
In order to give a probabilistic interpretation of (3.2) we set b=m+1,n=2k+m+1



in the distribution (2.7) of the first-passage time, which therefore becomes

2k+m+1\ m+1 1
<k+m+1>2k+m+122k+m+1
_ (2k+m\ m+1 1
B <k+m>k+m+122k+m+1’

P{T 41 =2k+m+1} =

(3.3)

for k=0,1,....

For m = 0 the distribution (3.3) coincides with that of the first return to zero because
we have that

2k 1 1
P{T =2k +2} = P{Th =2k + 1} = <k>k+122k+1

It should pointed out that T includes the first step from 0 to +1, while T3 is related
to the random walk starting from 1.
By multiplying both members of (3.2) by W we get
Z’”: 2k +m 1 1 2r — 2k +m 1 (3.4)
=\ k+m k+m+122ktm+l\ p— k4 m ) 22r—2k+tm '

1 (r42me1) 1
Com+ 1\ r+2m+1 ) 22r+2mtl

Now, taking into account the distribution (3.3) we have again a Darling-Siegert rela-
tionship

Z P{Tm—H =2k+m+ 1}P{SQ,«_2]€+m = m} = P{SQT+2m+1 =2m + 1}. (35)
k=0

Remark 3.1 For u = m+1 we can verify directly formula (1.4) of the introduction which
can be written as

B2k+m+1,2(r—k)+m+1) m+1
k Bk+m+1Lr—k+m+1) k+m+1

z’“: L2k+m+)L2(r—k)+m+DT(r+2m+2) m+1
k) Tk+m+1DI(r—k+m+1)I'2r+2m+2) k+m+1

r

k=0
_ (m+ 1 +2m + 2)r! (2k +m)! 1 (2r — 2k +m)!
L'2r+2m+2) k:Uk!(k+m)!k+m—|—l(r—k)!(r—k+m)!

T

_(m+1)(r+2m+1)!r!z 2k+m 1 2r —2k+m
N (2r +2m + 1)! k+m)k+m+1\ r—k+m
_(2r+2m+ 1\ (r+2m + 1)!r!
S \r+2m+1) (2r+2m+1)!

4 About the fractional version of the first-passage time

Let us consider an extension of formula (3.2) for m = p — 1, u > 1, which reads

T

T'(2k + 1) 1 T'(2r — 2k + ) 1 T(2r+2u)
kZOF(k:—l—,u)F(k—l—1)k+uf(r—k‘+1)f‘(r—k+u) T uT(r+2u)0(r+ 1)

(4.1)



U 2k+ [ 2r+2p-1 ]

Figure 2: A shifted sample path of the random walk which does not intersect the level p
until the time 2k + 1 is represented.

We note also that the distribution (2.7) can be rewritten as

P{Ty=n} = <7l:-|'b>221n (4.2)
T(n+1) b1

- —— n=bb+1,...
T2+ )r (5t +nyn2 "7 T

Since the Gamma function exists for all real values we can extend formally (4.2) by
means of the position n = 2k + p, b = p, and this yields

L2k +p+1) m 1
P{T, =2 =S 4.
(T =2k 4} D(k+p+1)T(k+1) 2k + p 226+ (43)
I'(2k + ) L 1

D (k+4p) (k+p) T (k+1)22k+n

The expression (4.3) is a genuine probability distribution and represents the law of the
first return to p of a shifted symmetric random walk starting at p at time p (see Figure
2). If we, analogously, write the distribution of the random walk S,,,n > 1, as

P{Sn, =j} = <nnﬂ>21n (4.4)
i I'(n+1) 1
F(%j—l—l)F(%j—i—l)ﬁ’
by means of the position n = 2r — 2k + 4 — 1 and j = p — 1 we get that

[(2r — 2k + ) 1
P{52r—2k+u—1 =H— 1} = T (7“ — k4 N) T (7" —k 1) 92r—2k+pu—1" (4'5)

This can be interpreted as the distribution of the random walk generated by coin
tossing, shifted in time and space.

10



Analogously, we can write that

T(2r + 2p) 1

P{SZH-Z;L—I = 2M - 1} = T (7, + 2:“/) r (7, + 1) 22r+2p—1"

(4.6)

so that by multiplying both members of (4.2) by W we obtain again the following
extended Darling-Siegert relationship

,
ZP{TM =2k + M}P{SQT—QkJrH—l =u— 1} = P{S2T+2M_1 =2u — 1}. (47)
k=0

From (4.7), for 4 = m + 1, we reobtain the relationship (3.5). Analogously, the

identity (2.16) emerges from (4.7) for u = 1, because P{T} = 2k + 1} = P{T = 2k + 2}

and P{SQT+1 = 1} = P{SQT+2 = 0}.

5 Combinatorial derivation of formulas

So far we worked on formula (1.2) and on its by products and have given some probabilistic
interpretation of (3.2) and of its extension (4.1). We present now some independent proof
of these formulas on the base of purely combinatorial arguments.
We have seen above that from (1.2) for 4 = v = m + 1 we can extract the following
combinatorial identity (see Section 3 for details)
i<2k+m><2r—2k+m> 11 <2r+2m+1) (5.1)
=\ k+m r—k+m Jk+m+1 m+1\r+2m+1) '

We now present some general results concerning the sums in the left-hand member of
(5.1). Our first Lemma here is a useful tool in proving (5.1).

Lemma 5.1 If
~ 2k +m\ (2r — 2k +m 1
Srm: R
’ Z<k+m><r—k+m>k+m+l

k=0
and
§T7m:i<2k+m><2r—2k+m+l> 1 |
— k+m r—k+m-+1 Jk+m+1
then we have that 5 5 )
g _ZH2Amtlg (5.2)
’ r+2(m+1) "

i Z’": 2k +m\ (2r — 2k +m (2r —2k+m+1)
nme = \k+m r—k+m J(r—k+m+1)(k+m+1)

r

1

B Z 2k +m)\ (2r — 2k +m 2 _ m+1 1 n
N k+m r—k+m k+m+1 r+2m+1) lk+m+1 r—k+m+1

k=0
2(m+1) _2r+2(m+1)

— 9g __AmTl) o _
P e 2m A1) e 2(m 1)

r,me

O
Another important recurrent relation which permits us to prove (5.1) by induction is
presented in the next Lemma.

11
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Lemma 5.2 We have the following expression

Spitm = {4— Am+l)  m-l }S,,m (5.3)

r+2m+2 r+m+2
N m—1 Z 2k +m)\ [2r — 2k +m 1 N 2r +m +2 1
r+m+24\k+m r—k+m Jr—k+1 r+m+1/)r+m+2
Proof. We note that the difference S,41,, — Srm can be developed as follows
Sr+lm_ rm
_TH 2k +m
7k: k+m
_ "\ 2k +m
_k k+m

(
(
<2r+m+2>
(

2r — 2k +m + 2 1 _z’”: 2k +m\ [2r — 2k +m 1
r—k+m+1 JkE+m+1 — k+m r—k+m Jk+m+1
2 — 2k +m 1 (2r—2k+m+2)2r—2k+m+1)
r—k+m Jk+m+1 (r—k+m+1)(r—k+1)

r+m+1/)r+m+2
_Z 2k +m\ (2r — 2k +m 1 3 m—1 _ m—+1
k+m r—k+m Jk+m+1 r—k+1 r—k+m+1
2r+m—|—2
r+m+1 r+m+2
m—1 < (2k+m\ [(2r—2k+m 1 1
=385 _
71’m+r—i—m—l—?zj<I€—i—m><7"—If—i—m>{/’4:—&—m—i—1—i_r—k—i—l}
m+1 ZT: 2k +m\ [2r — 2k +m 1 N 1
r+2m+2k70 k+m r—k+m Ek+m+1 r—k+m+1
2r+m+ 2 1
_l’_ -
r+m+1/)r4+m-+2
2(m+1) m—1
_{3_T+2m+2+r+m—|—2}sr7m

Lom—1 Z 2k +m) (2r — 2k +m L (2r+m+2 1
rtm+2=\k+m r—k+m Jr—k+1 r+m+1/)r+m+2

This clearly coincides with (5.3). O

The difficulty now stems from the fact that in the sum appearing in (5.3) appears a
factor ﬁ, which does not depend on m. Thus it must be decomposed in such manner
that its parts can be expressed in terms of the sums S, .

We now prove the identity (5.1) for some values of m by exploiting Lemma 5.1 and
Lemma 5.2.

12



Case m =0
We consider first the case m = 0 where the relationship (5.3) reduces to

2 1 1 2r 42 1
S, = Sro— ——=58S — 5.4
Lo ( 7‘+2 r+2> ) r’0+<r+1>r+2 (54)
2r+1 2r+2\ 1
= (4- +
r+2 r+1 r+1/)r4+2
o (2r+1)! 4r+4+ 2 _(2r+3
o+ DI\ r+2 42 \r+2)
Clearly in the reasoning by induction we assumed that
2r+1
S.o=
r,0 <’I” +1 )7
and thus S;1 0 must emerge from this formula with r replaced by r + 1.

We pass now to the case m = 3 because it explains why the procedure by induction
can be applied to the general case with value m with great difficulty.

Case m =3
Formula (5.3) of Lemma 5.2 in this case can be written down as

8 2 1 [2r+5
, = (4- . :
Sr41s ( r+8+r+5>5’3+r+5<r—|—4> (5:5)
2~ (2k+3\[2r—2k+3 1
+r+5}§)<k+3><r—k+3)r—k+1'
The sum in (5.5) can be developed in the following manner
2k 2r — 2k 1
+3 r +3\y 1 (5.6)
k+3 r—k+3 Jr—k+1
_Z 2k + 2\ (2r — 2k + 3 2k +3
_: k+2 r—k+3 ) (k+3)(r—k+1)
~ (2k+2\ (2r — 2k + 3 2r 45 B 3
k+2 r—k+3 (r+4)(r—k+1) (r+4)(k+3)
_2r+5z7": 2k + 2\ (2r — 2k +3 L 3 246
a2 \k+2)\r k43 Jr—k+1 rdr+6 7

where, in the last step, formula (5.2) for m = 2 has been applied. The sum (5.6) can be

M
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further developed as follows
2k + 2\ (2r — 2k 1
Z + r +3 L (5.7)
k+2 r—k+3 Jr—k+1
_Z 2k + 2\ [2r — 2k + 2 2r — 2k +3
_ko k+2 r—k+2 )J(r—k+3)(r—k+1)
_Z 2k + 2\ (2r — 2k + 2 2 _1_1 1 B 1
_ko k+2 r—k+2 r—k+3 2\r—k+1 r—k+3
1 2k +2\ (2r — 2k +1 2
Sﬂ?*z%(mz)( r—k+1 >k+2

3
2

3 2r +4
=52t +4S

In the last step we applied (5.2) for m = 1 after a change of variable.
By collecting all pieces together and by inserting (5.6) and (5.7) into (5.5) we have
that

Sr+1,3

:<4 8 + 2 >Sr3+ 1 <27“+5>
r+8 r+5 Toor+5\r+4
3 2r+6 2r+5 (3 2r +4
r+5{ rrdrreo2t +4{ &2+r+45“}}
:<4 8 n 2 ><2T+7>+1<2T+5>
r+8 r+5 r+7)4 r+5\r+4
2 3 2r+6/2r+5\1 2r+51/2r+4+5>5 2r+42r4+51 (2r+3
+r—|—5{_r+4 r4+6 <r+5>3+ r+4 2(7"4—5)+ r+4 r+4 2(7“—1—3)}
8 2 2r+7\1
:<4_r+8+r+5><r+7>4
1<2T+5>{T+5 2(2r +6) +2r+5 7‘+5}
r+5 r—+1 7‘+4)(r+6 r+4 r+4
2r+7 2r+5\ [ (2r+5)(2r +6) 2(2r 4 6)
r+ 7’+5)(r+7> (r+5>{ (r+4)(r+1) _(r+4)(r+6)}
2r+ 7
r+ r—|—5><r—|—7) <1"—|—5 r+4 (r+1)(r+6)

E 2r+5)2r+62r + 157 + 28
:<4_r+8 r+5><?:;> r+5<?:§>%:1ggiz?

(

(

. ><%+7> r+7 <w+7>
r+8 r—|—5 r+7 (r+1)(r+5)\r+7
L2 N ><m+7) 2#+1W+36€r+©

r+8 (r+1) r+7 2r+1)(r+8)\r+7
(2r+9)(r+4) (2r+T7\  [(2r+9)1
2(r+1)(r+8)(r+7>_<r+8)
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and this concludes the proof that

1/2r+7
ST73_4<T—}—7>. (58)

The procedure of splitting up the sum appearing in (5.3) becomes more and more
cumbersome and we have not been able to generalize it to an arbitrary value of m.

With little effort and by applying the same arguments used above we can easily show
that (1.13) holds also for m =1, 2.
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